Frames of reference for eye–head gaze shifts evoked during frontal eye field stimulation

Jachin A. Monteon,1,2,3 Hongying Wang,1,2 Julio Martinez-Trujillo4 and J. Douglas Crawford1,2,3,5

1Centre for Vision Research, York University, Toronto, ON, Canada
2Canadian Action and Perception Network, Toronto, ON, Canada
3Department of Biology, York University, Toronto, ON, Canada
4Department of Physiology, McGill University, Montreal, QC, Canada
5Department of Psychology and School of Kinesiology and Health Sciences, York University, Toronto, ON, Canada

Keywords: frontal cortex, frontal eye field, gaze control, monkey, reference frames

Abstract

The frontal eye field (FEF), in the prefrontal cortex, participates in the transformation of visual signals into saccade motor commands and–head gaze control. The FEF is thought to show eye-fixed visual codes in head-restrained monkeys, but it is not known how it transforms these inputs into spatial codes for head-unrestrained gaze commands. Here, we tested if the FEF influences desired gaze commands within a simple eye-fixed frame, like the superior colliculus (SC), or in more complex egocentric frames like the supplementary eye fields (SEFs). We electrically stimulated 95 FEF sites in two head-unrestrained monkeys to evoke 3D eye–head gaze shifts and then mathematically rotated these trajectories into various reference frames. In theory, each stimulation site should specify a specific spatial goal when the evoked gaze shifts are plotted in the appropriate frame. We found that these motor output frames varied site by site, mainly within the eye-to-head frame continuum. Thus, consistent with the intermediate placement of the FEF within the high-level circuits for gaze control, its stimulation-evoked output showed an intermediate trend between the multiple reference frame codes observed in SC-evoked gaze shifts and the simpler eye-fixed reference frame observed in SC-evoked movements. These results suggest that, although the SC, FEF and SEF carry eye-fixed information at the level of their unit response fields, this information is transformed differently in their output projections to the eye and head controllers.

Introduction

A fundamental question in systems neuroscience is how the brain uses sensory information to plan and perform a movement. For instance, visual information enters the nervous system through photoreceptors that are fixed to the eye but this information must eventually be used to control movements of effectors, such as muscles from the head, torso, arms and eyes. The execution of movement towards a sensory target requires a transformation from the encoded sensory signal into a motor command suitable to drive the muscle. This transformation is a critical component of sensory guided movements (Soechting & Flanders, 1992; Colby & Goldberg, 1999; Andersen & Buneo, 2002; Cohen & Andersen, 2002; Crawford et al., 2011; DeSouza et al., 2011).

Numerous studies suggest that gaze control structures such as the lateral intra-parietal cortex (LIP) and the superior colliculus (SC) encode gaze commands in a simple eye-fixed reference frame (Colby et al., 1995; Klier et al., 2001; Andersen & Buneo, 2002; Cohen & Andersen, 2002; Constantin et al., 2009). This has contributed to the conjecture that the early stages of visuomotor processing rely almost exclusively on eye-fixed coordinates, staving off the visuomotor reference frame transformation for later stages of processing (Klier et al., 2001; Martinez-Trujillo et al., 2004). However, this simple description may only pertain to relatively direct transformations from vision to action (Martinez-Trujillo et al., 2004).

Primates are also capable of more complex gaze behaviors, such as gaze shifts to allocentric-defined targets (Olson & Gettner, 1995; Galati et al., 2000; Dean & Platt, 2006), planned sequences of movements (Lu et al., 2002; Isoda & Tanji, 2004) and saccades to non-visual targets like the hand (Groh & Sparks, 1996; Ren et al., 2006). The frontal cortex may be specialized to support these additional computational demands. For example, unit recording studies have shown that supplementary eye field (SEF) neurons can encode visual targets in eye-fixed (Russo & Bruce, 1996) or object-fixed coordinates (Olson & Gettner, 1999).

However, neural activity probed by unit recording does not necessarily match the encoded goal of the stimulation-evoked movements. For instance, saccades evoked by SEF stimulation have been reported to converge toward head-fixed gaze directions (Tehovnik et al., 1998), eye-, head- or body-fixed goals (Schlag & Schlag-Rey,
et al., 2004), depending on the exact site of stimulation. Such findings have led to the proposal that the frontal cortex provides an alternative stream of visuomotor processing for the transformation of visual information in retinal or object-fixed coordinates into any potential motor frame (Olson & Gettner, 1995; Martinez-Trujillo et al., 2004).

Where do the frontal eye fields (FEFs) fit into this scheme? The FEF is a region of the prefrontal cortex that shows saccade-related signals (Bruce & Goldberg, 1985; Bruce et al., 1985), has reciprocal connections with both the LIP (Petrides & Pandya, 1984; Andersen et al., 1985) and SEF (Huerta & Kaas, 1990; Matelli et al., 1991; Schall et al., 1993; Stanton et al., 1993), and has outputs to both the SC (Komatsu & Suzuki, 1985) and directly to the brainstem reticular formation (Sparks & Hartwich-Young, 1989; Segraves, 1992).

Classically, the FEF has been assumed to use primarily eye-fixed representation of space, because neurons in this area usually encode visual or motor events with respect to the current of the eyes (Das-sonville et al., 1992; Russo & Bruce, 1996; Tehovnik et al., 2000; Van Pelt et al., 2010). Neurons in the FEF show eye-fixed visual receptive fields and appear to code saccades as the vector difference between initial and final eye position (Bruce & Goldberg, 1985; Goldberg & Bruce, 1990; Schall, 1991). Furthermore, several electrical stimulation studies have shown that the FEF can evoke fixed-vector saccades (Robinson & Fuchs, 1969; Russo & Bruce, 1993, 1996) that display little or no initial eye position dependency (Russo & Bruce, 1993, 1996). However, when stimulation in the FEF is applied at the onset of voluntary saccades (colliding saccade paradigm), the resulting evoked eye movements compensate for a portion of the change in eye position of the voluntary movement before stimulation, suggesting that these stimulation-evoked goals can be updated by endogenous signals within the brain (Schlag & Schlag-Rey, 1990; Mushiake et al., 1999). At the unit recording level FEF neurons also show more complex modulations related to eye position (Balan & Ferrera, 2003) and even hand position (Thura et al., 2011).

One limitation of many of these early studies is that they were done with the head restrained. Several studies have examined gaze shifts evoked during stimulation of the FEF in head-unrestrained conditions, and most of these concluded that it is involved in the production of gaze shifts that include both eye and head movement (Tu & Keating, 2000; Chen, 2006; Elsley et al., 2007; Knight & Fuchs, 2007; Montecor et al., 2010). However, these studies focused on the issue of whether the FEF encodes eye or eye + head movements, and did not provide the rigorous analysis of initial and final gaze positions required to provide a reference frame analysis. Thus, most of what we know about the reference frame(s) of FEF-evoked eye movements arises from studies examining small saccades in head-restrained monkeys.

There is reason to believe that ‘freeing’ the head to provide more natural eye + head movements could change both the way gaze shifts are cued and the results of experimental measurements. For example, stimulation-evoked gaze shifts tend to be larger if the head is free to move compared with when the head is fixed (Martinez-Trujillo et al., 2003a; Gandhi & Sparks, 2004). More importantly, the goal of stimulation-evoked saccades can be strongly misrepresented in head-restrained preparations (Pare et al., 1994; Freedman et al., 1996; Martinez-Trujillo et al., 2003a, 2004; Gandhi & Sparks, 2004). Moreover, the distinction between head-fixed and space/body-fixed schemes is undetectable in the head-restrained animal (Martinez-Trujillo et al., 2004). Thus, we chose to examine reference frames in gaze shifts evoked during brain stimulation in the head-unrestrained animal (Klier et al., 2001; Martinez-Trujillo et al., 2004; Constantin et al., 2007).

The basic assumption behind our approach, as in other similar stimulation/reference frame studies (Klier et al., 2001; Martinez-Trujillo et al., 2004; Constantin et al., 2007), is that stimulation-evoked gaze shifts should converge as a function of initial gaze position toward a unique gaze goal, but only if this goal is represented in the appropriate frame of the stimulation site. In order to provide a complete analysis in head-unrestrained conditions, it is important to record three-dimensional (3D) movements and provide a non-linear 3D analysis (Klier et al., 2001; Martinez-Trujillo et al., 2004; Constantin et al., 2007). For the present purposes this is not because we are interested in torsional rotations of the eye during gaze shifts (Klier et al., 2003), but rather to account for non-linear influences of initial eye/head/gaze orientation on the gaze shift. For example, in head-unrestrained gaze fixations, the eye shows much larger torsional variability around the line of sight, which alters retinal/eye-fixed directions relative to space coordinates. Moreover, even in the absence of torsion, gaze shifts show non-linear eye position dependences that grow with the amplitude of movement (Tweed & Vilis, 1987; Crawford et al., 2003). For example, the SC was once thought to code gaze shifts using ‘fixed-vector’ commands (van Opstal et al., 1991) or using spatial goals (Straschill & Rieger, 1973) depending on the region stimulated, but a 3D analysis showed that this is simply the way an eye-fixed representation of desired gaze projects onto space-fixed coordinates (Klier et al., 2001). It is therefore likely that the SC encodes a single functional signal of desired gaze displacement (Galiana & Guitton, 1992; Freedman et al., 1996).

One limitation inherent to cortical stimulation is the altered cooperation/competition between neurons (Cohen et al., 2010) making it possible that non-physiological patterns of activation add noise to the results (Russo & Bruce, 1993; see Discussion). Another limitation on these experimental techniques is one’s ability to interpret the results (Crawford et al., 2011). For instance, physiological studies have shown that the spatial codes derived from unit recordings and those derived from stimulation-evoked movements frequently align (Schiller & Stryker, 1972; Bruce et al., 1985; Hanes & Wurtz, 2001), but several theoretical studies have shown that this is only true in restricted cases (Pellionisz & Llinas, 1985; Zipser & Andersen, 1988; Smith & Crawford, 2005; Blohm et al., 2009). For instance, in neural networks trained to transform eye-fixed visual inputs into head- or body-fixed movement commands, simulated unit recording revealed receptive fields tied to the frame of the sensory input, whereas simulated stimulation of the units produced movements toward goals fixed in the frame of the output targets (Smith & Crawford, 2005; Blohm et al., 2009). Moreover, recording stimulation of intermediate network levels with mixed frames can show a variety of coding schemes (Blohm et al., 2009), much like that observed in some experimental conditions. In general, unit recording and stimulation should only match if there is no reference frame transformation occurring. Thus, one cannot assume that stimulation of the FEF should produce gaze shifts toward the same frame as its visual receptive fields, without already assuming its function.

The purpose of the current study was to re-examine the question of gaze coding in the prefrontal cortex by: (i) stimulating the macaque FEF while recording 3D eye and head rotations; and (ii) using a mathematically correct 3D analysis of the evoked gaze shifts. The methodology employed was the same as that used in our previous studies of the SC (Klier et al., 2001; Constantin et al., 2004), SEF (Martinez-Trujillo et al., 2004) and LIP (Constantin et al., 2007).
The dataset of FEF-evoked movements analysed here was essentially identical to that used in our previous paper (Monteon et al., 2010), in which we found that the evoked gaze shifts showed eye–head coordination patterns highly similar to those seen in normal behavior. Thus, we already know the stimulation sites used in this study evoked coordinated eye/head movements closely resembling volitional gaze shifts, and here we focus only on the question of which frame of reference, if any, best describes the goals for the gaze component of the evoked movements.

Materials and methods

Experiments

Two Macaca mulatta monkeys were prepared for 3D eye and head movement recordings. Each animal underwent a surgical procedure under general anesthesia, during which we implanted 3D custom-made coils (copper wires) in the right eye, and a stainless-steel head post and a recording chamber (Crist Instruments) embedded on an acrylic cap on the skull. Two additional orthogonal coils were attached to the acrylic cap during experiments in order to measure head position using the same methodologies and analysis used for our eye coil recordings (Tweed et al., 1990; Crawford et al., 1999).

A microstimulation chamber (20 mm diameter) was implanted over the right arcuate sulcus (Robinson & Fuchs, 1969) at 22 mm anterior and 18–20 mm lateral in stereotaxic coordinates, a craniotomy of the frontal bone (20 mm diameter) that covered the base of the chamber allowed access to the FEF. The full details of our methodology and experimental set-up are documented in our previous publication (Monteon et al., 2010). All these procedures were in accordance with the Canadian Council on Animal Care guidelines, and were approved by the York University Animal Care Committee.

During the experiments, the animals wore primate jackets that constrained the movements of the torso but allowed them to freely move their heads (for more details, see Monteon et al., 2010). Animals were trained to fixate previously flashed light-emitting diodes (LEDs) using head-free (head-unrestrained) gaze shifts in the dark (except for the LED emission). They sat in front of a hemispherical screen having a radius of 100 cm. LEDs were 0.4 cm in diameter and affixed to the back of the screen at various eccentricities. The distance between the eyes of the animals and the center of the screen was about 90 cm. Thus, the visual angle covered by the screen was about 90 cm. Each stimulation trial began at a time of 0.25 s.

Behavioral task

Each animal was trained to make visually guided gaze shifts to a step change in target position between two sequentially illuminated LEDs. Animals were allowed to select natural patterns of eye–head coordination. LEDs were illuminated pseudo-randomly to reduce the predictability of the size and direction of the target step. LEDs were illuminated during a pseudo-randomized period that lasted between 300 and 500 ms. If the animal acquired the target during this time it was required to maintain gaze position within a spatial window of 5 –8 ° radius during another period between 300 and 500 ms, otherwise the trial was aborted. Animals received water or juice reward after a pseudo-randomized period between 100 and 200 ms after each completed trial.

Microstimulation parameters

Electrophysiology experiments began after a training period of 3 weeks in each monkey. Stimulation was generated by a stimulator and a constant-current stimulus isolation unit (model S88 and P516; Grass Instruments), and delivered through a tungsten microelectrode (0.8–1.2 mΩ impedance at 1 kHz, FHC). We monitored the current to be delivered to the electrode by examining the output of the isolation unit; this was done by monitoring the wave shape amplitude of the voltage proportional to the current in an oscilloscope (Hung Chang 5504). The electrode was lowered by a low-weight (48 g) hydraulic micro-drive customized for head-unrestrained experiments (Narisige). Stimulation consisted of cathodal pulses delivered at a pulse rate of 300 Hz, with an individual pulse duration of 0.5 ms. Stimulation duration was controlled by our experimental computer and was set to 200 ms.

During each experiment we made penetrations at one or two locations (tracks) with a maximum excursion of the electrode of 10 mm. Initially, the head was restrained while we searched for a site that could evoke saccadic eye movements at low-current thresholds (sites that evoked movements in at least half of the probes with stimulation parameters of: 300 Hz, 200 μA, < 50 μA). After a low-threshold FEF site was identified, we released the animal’s head and delivered higher currents (60–100 μA, typically 80 μA). We used this procedure because it is well documented that higher currents facilitate the engagement of combined eye–head movements (Tu & Keating, 2000; Chen, 2006; Knight & Fuchs, 2007; Monteon et al., 2010). Given such low currents, and the timing and metrics of the evoked movements presented in the Results, we are confident that stimulation was delivered to the low-threshold region of the FEF (Bruce et al., 1985).

Stimulation trials

In the case of the stimulation experiments, stimulation trials were intermixed randomly, with behavioral trials at a ratio of about 1 : 3. Each stimulation trial began at a fixed LED position that was randomly varied across trials to elicit different initial gaze and head positions. The animal fixated the target within a spatial window of 5–8 ° radius and during a pseudorandom period between 300 and 500 ms. Then the LED was extinguished, but animals were trained to maintain gaze within the spatial window where the target was presented an additional pseudo-randomized period between 50 and 300 ms, otherwise the trial was aborted. Stimulation train was delivered within this period and the animal was not required to fixate after stimulation onset. No visual stimulus was present during the electrical stimulation trains. In stimulation trials animals received a water or juice reward 100–200 ms after the stimulation offset, independently of gaze position. After recording the evoked trajectories of a given stimulation site we advanced the electrode by 0.5 mm and repeated the process.

Data analysis

Stimulation-evoked movements were included in the analysis if their gaze peak velocity was > 50 °/s, and the latency from stimulation onset to gaze onset was > 10 ms and < 200 ms. The exceptions were the sites that coded for gaze shifts with amplitudes > 70 °, in this case we allowed a latency from stimulation onset to gaze onset of > 10 ms and < 250 ms. The mean recorded latencies for gaze onsets were 71.05 ± 40.86 ms (M1) and 66.25 ± 37.54 ms (M2; see Monteon et al., 2010 for details). Only the first evoked gaze
shift was analysed; individual trials with multistep gaze shifts were excluded from the analysis. We did not include sites that coded multistep gaze shifts in >50% of the stimulation-evoked trials. Such movements were excluded because it was difficult to establish if they followed normal eye–head coordination kinematics (Monteon et al., 2010) or be certain of the final goal encoded by the site.

Trials included in the above-mentioned procedure were plotted as quarternions as a function of time. Those representing eye positions at the beginning and end of each stimulation-evoked gaze shift were manually selected by an experienced observer. Trials in which the monkey moved the head during the fixation period by $10^\circ$ or more were excluded from the analysis. We only quantitatively analysed data from sites from which we evoked at least 10 movements from different initial gaze positions, which were distributed approximately equally in at least three space quadrants. A total of 95 sites (52 in M1 and 43 in M2) met this condition.

We did not systematically stimulate using other parameters, because our previous study suggested that these parameters evoked movements that closely resembled naturally coordinated eye–head gaze shifts. More specifically, we compared the evoked movements vs. the volitional movements (towards visual targets) in their spatio-temporal properties; their velocity–amplitude relationships; their relative contributions of the eyes and head gaze amplitude; and their vestibulo-ocular reflex torsion. In each of these parameters we found a close match between the natural and stimulation-evoked movements (Monteon et al., 2010). Similar results have been reported by other FEF stimulation studies (Elsley et al., 2007; Knight & Fuchs, 2007; but also see Chen, 2006 for differing findings).

Reference frame analysis

This study employed a theoretical/analytical framework developed previously in this lab for very similar studies of the SC (Klier et al., 2001; Constantin et al., 2004), SEF (Martinez-Trujillo et al., 2004) and LIP (Constantin et al., 2007). This framework was illustrated previously with the use of computer simulations (e.g. Martinez-Trujillo et al., 2004) and so will only be described briefly here. The basic premise is that if the motor output of a population of neurons at a particular site in the brain (via the neurons they project to) predominantly encodes a spatial goal in a particular reference frame, then activation of this population should result in a gaze shift toward that goal, in that particular frame. There are two ways to establish this goal. First, one can rotate stimulation-evoked gaze shifts for a particular site into various frames, and then observe which frame provides the tightest cluster of final gaze positions. This provides a direct comparison between our cardinal models (eye model, space/body model and head model). The second way is to plot the convergence of gaze shifts from individual sites as a function of gaze amplitude, and then compare the whole data distribution to the curves predicted by different models (including a ‘fixed-vector’ model, in which case there is no convergence). This allows for the possibility of results that fall intermediate between different models. Both methods were employed here, as illustrated below (Figs 4 and 5). These methods have been described in detail elsewhere (e.g. Martinez-Trujillo et al., 2004), so only the essential details follow.

From the raw coil signals, we computed quarternions ($q$) representing the orientation of the eye-in-space (Es) and head-in-space (Hs) with respect to a reference position in which the eyes and the head were pointing straight ahead. This kind of representation when expressed in a right-hand rule coordinate system aligned with the coils has proven to be accurate for measuring 3D eye and head rotations during gaze movements (Tweed et al., 1990). From the eye-in-space (Es) and head-in-space (Hs) quarternions, we computed the eye-in-head (Eh) quarternions (Crawford et al., 1999) by using the formula $q_{\text{Eh}} = q_{\text{Es}} \times q_{\text{Hs}}^{-1}$. All the quarternions (Es, Hs and Eh) were converted into 3D vectors scaled by their angle of rotation (Crawford & Guitton, 1997) as well as into angular velocity vectors (Crawford & Vilis, 1991) for the off-line analysis.

Quarternions representing the Es trajectories were transformed into eye-fixed coordinates (Fig. 2, last column from left to right) by using first the formula $q_{\text{Es}} = q_{\text{Es}} \times q_{\text{I}}^{-1}$ that multiplies the Es quarternions ($q_{\text{Es}}$) by the inverse of the Es quaternion representing the eye-in-space position at the beginning of the movement ($q_{\text{I}}^{-1}$). $q_{\text{Es}}$ represents the quarternions in eye-fixed coordinates. In a similar manner, we transformed the Es quarternions into head-fixed coordinates ($q_{\text{Hs}}$) by using the formula $q_{\text{Hs}} = q_{\text{Es}} \times q_{\text{Hs}}^{-1}$, which multiplies the Es quarternions ($q_{\text{Es}}$) by the inverse of the head-in-space quaternion at the beginning of the movements ($q_{\text{Hs}}^{-1}$). The space/body-fixed coordinates’ quarternions were simply the Es quarternions, as during our experiments the bodies of the animals were restrained. The quarternions in the different coordinate systems were converted into 3D vectors scaled by their angle of rotation (Crawford et al., 1999).

In order to determine the goodness of fit of our data to each model, we computed the convergence of the movements in each coordinate system by fitting an ellipse to the end-points of the gaze trajectories using the least-squares method. From the parameters of the ellipse, we computed its area using the formula $\pi \times A \times B$, where $A$ and $B$ are the major and minor radius of the ellipse, respectively. This area is an estimate of gaze convergence in the different frames. The comparisons among the areas of the ellipses were conducted using a paired Student’s $t$-test.

For the data analysis shown in Fig. 5, we first computed the characteristic vector (CV) for each site through a multiple linear regression procedure relating the stimulation-evoked displacement of gaze trajectories as a function of initial gaze position. The CV of a given site represents the theoretical gaze trajectory that would be evoked by stimulating the site when the animal is looking straight ahead. Once the CV was obtained, we aligned all the trajectories and the CV with the horizontal meridian. For each individual trajectory, we measured its initial position (IP) and final position (FP) along the abscissa and the ordinate, and by subtracting them we obtained the gaze displacement along both axes (FPx – IPx; FPy – IPy). A convergence index for the movements’ direction (CId) was computed by determining the slope by means of a simple linear regression relating the initial position (IPy) and the gaze displacement (FPy – IPy) along the ordinate. A CI for the amplitude of the movement (CIA) was computed by determining the slope by means of a simple linear regression relating the initial position (IPx) and the gaze displacement (FPx – IPx) along the abscissa (Russo & Bruce, 1996; Klier et al., 2001; Martinez-Trujillo et al., 2004). The step-by-step computation of these methods is illustrated in Fig. 3.

For the plots shown in Fig. 5A and B, the CIs and CV were computed in space/body-fixed coordinates. For the CIs and CV shown in Fig. 5C and D, the data were first transformed into head-fixed coordinates. The normalized residuals appearing in Fig. 4E and F were computed by first calculating the residuals squared between the CIs of the stimulation-evoked data appearing in Fig. 5A–D and the CIs predicted (CIp) by the different models for each site (CI – CIp)$^2$. Then, we normalized these squared residuals to the variance ($\sigma^2$) of the corresponding CI distribution [i.e. (CI – CIp)$^2/\sigma^2$]. This latter normalization was conducted in order to make comparable the data plotted in the different reference frames [i.e. space-fixed coordinate system].
(Fig. 5A and B) and head-fixed (Fig. 5C and D)], which had different variances.

**Results**

**Stimulation-evoked gaze shifts: general observations**

We measured 3D eye and head rotations produced by delivering electrical currents (of 60–100 μA and 300 Hz during 200 ms) into 95 different sites in the FEF of two macaques, designated as M1 and M2. These exact stimulation parameters have been shown to evoke kinematically normal gaze shifts when micro-stimulating the same FEF in macaques (Monteon et al., 2010).

Figure 1 shows movement trajectories evoked by stimulating a site in the right FEF of animal M2 (Fig. 1A). The lines represent the trajectories, and the open circles represent their landing positions. The stimulation-evoked gaze trajectories (Fig. 1D) were composed of naturally combined movements of the head-in-space (Fig. 1B) and eye-in-head (Fig. 1C), illustrating previous finding that the FEF evokes coordinated eye-head movements closely resembling volitional gaze shifts (Elsley et al., 2007; Knight & Fuchs, 2007; Monteon et al., 2010). Latencies of the evoked movements (from stimulus onset to movement initiation) were as follows (mean in ms): gaze latency in M1 was 71.05 ± 37.54 ms (median = 61 ms). Head latency for gaze movements was 82.64 ± 42.60 ms (median = 73 ms). In the case of the second animal, gaze latency was 78.96 ± 38.22 ms (median = 69 ms). Moreover, gaze shifts (Fig. 1D) started from a variety of different initial eye and head positions, as necessary for our reference frame analysis. Henceforth, we focus on the frame of reference for these gaze shifts.

**Fitting eye-, head- and body-fixed reference frames**

The question is, do the gaze shifts evoked from this stimulation site converge toward some goal? According to our simulations (Martinez-Trujillo et al., 2004), they should when the data are plotted in the appropriate coordinate system for that site. The right column in Fig. 1 plots the stimulation-evoked gaze trajectories in three different coordinate systems in space/body-fixed coordinates (Fig. 1D), head-fixed coordinates (Fig. 1E) and eye-fixed coordinates (Fig. 1F).

Figure 1 shows that this particular example does not follow the overall pattern predicted by the eye- or space/body-fixed models. There is poor convergence of the trajectories at the FPs in space/body-fixed coordinates (Fig. 1D). When they are plotted in eye-fixed coordinates the FPs show a divergent pattern (Fig. 1F). On the other hand, when the trajectories are plotted in head-fixed coordinates (Fig. 1E), there is strong convergence. Remarkably, this particular FEF site appears to select a desired gaze direction that is fixed relative to the head (Fig. 1E), and then drives both the eye (Fig. 1C) and head (Fig. 1B) to this goal: a head-fixed code for gaze. As we shall see, however, this was not the case for all sites.

We repeated the same analysis (mathematical rotations into different coordinate systems; see Materials and methods) for all of our stimulation sites. Figure 2 shows gaze data from three example sites (arranged in the three columns). For easy visualization, we have plotted the data in space/body-fixed coordinates (Fig. 2A–C), head-fixed coordinates (Fig. 2D–F) and eye-fixed coordinates (Fig. 2G–I). The cartoons in the first row illustrate the reference frame models that best fit the data in each column. We chose these three examples because they illustrate the main observations from our initial analysis.

As we can see, high convergence of the FPs of the trajectories was distributed (although not uniformly) among different coordinate systems depending on the site of stimulation. A few sites had the highest convergence in space/body coordinates (Fig. 2A). At some sites, the data converged best in head-fixed coordinates (Fig. 2E). And for many sites, the evoked gaze shifts converged best when plotted in eye-fixed coordinates (Fig. 2F). These suggest that different FEF sites encode the desired gaze direction in at least three different reference frames. The simplest way to quantify these observations is to focus on only the final gaze directions of the evoked movements, as an indicator of desired gaze direction for that site.

In order to document this for all of our stimulation sites, we fit an ellipse to the cluster of gaze trajectory’s end-points in each coordinate system. This is a method of fitting and comparing the models:
the coordinate system in which the ellipse is smallest corresponds to the coordinate frame model with the best fit.

Example ellipse fits are shown in the first column of Fig. 4 for one site. The data points represent the end-points of the trajectories plotted in space/body (first row), head (second row) and eye (third row) coordinates. The ellipse with the smallest area is the one corresponding to the head-fixed plot, suggesting that this particular site encodes the desired gaze relative to the pointing direction of the head (roughly orthogonal to the face). We repeated the same procedure for each of the stimulation sites and obtained the ellipses illustrated in the remainder of Fig. 4. The second column shows the actual location of the gaze end-point ellipses for the different sites, whereas the third column realigns them with the center of their coordinate systems for easier visual comparison of the ellipse areas.

Averaged across sites, the eye-fixed ellipse (Fig. 4F) had the smallest area (mean ± SEM: 916.45 ± 146.85 $\text{cm}^2$), followed by the head-fixed ellipse (1025.63 ± 105.96 $\text{cm}^2$; Fig. 4E) and space/body-fixed ellipse (4063.31 ± 344.90 $\text{cm}^2$; Fig. 4D). When comparing the areas of the ellipses among the three reference frames, we found that they were significantly smaller in head- and eye-fixed coordinates than in space/body coordinates ($P < 0.0001$; Student’s $t$-test, after Bonferroni correction). However, we did not find statistically significant differences between the areas in head- and eye-fixed coordinates ($P = 0.20$; paired Student’s $t$-test).

On a site-by-site basis, the eye frame model provided the best fit in 71% of the stimulation sites, with the head frame and space/body frame providing a better fit in 24 and 5% of the sites, respectively. Even when analysed site by site, the ellipse fits were never perfect in any frame (this would have yielded a single point with zero area). This is not surprising considering the inherent state-dependent neural activity (Gold & Shadlen, 2000) downstream of cortical structures like the FEF (Monteon et al., 2012), which one would expect to randomly affect the results of individual stimulation trials. Thus, an inherent problem in this simple method of model fitting is that it assumes that each FEF site perfectly follows one reference frame model, whereas in reality individual sites might fall within a continuum between these models.

Fig. 2. Stimulation site examples. Gaze trajectories from three different stimulated sites (columns) plotted in space/body (A–C), head (D–F) and eye (G–I) coordinates. The symbols are the same as in Fig. 1. The top row indicates the reference frame in which the trajectories are most likely encoded. Top row: the thick black line represents the pointing direction of the body (left), head (middle) or eye (right). The curved solid line represents the distance to acquire the target relative to the body (left), head (middle) or eye (right). The solid line connected to the white triangle represents gaze (eye-in-space) orientation. The dashed line connected to the white arrow represents the distance to acquire the target relative to current gaze direction.
To address the above-mentioned factors, we used a second, more complex method of quantification that did not rely solely on the potentially noisy end-points of the gaze shifts and that allows one to visualize a complete continuum of representation. We quantified the convergence of the gaze trajectories as a function of initial gaze position and then plotted this as a function of the characteristic gaze displacement vector amplitude calculated for that site (see ‘Data analysis’).

We then compared these with the predictions of different models of gaze coding (Fig. 5). Negative CI values correspond to converging movements, positive CI values correspond to diverging movements, and zero corresponds to fixed-vector type of movements that are independent of initial eye position. A similar method was used in previous studies of the SC, SEF and LIP (Klier et al., 2001; Martinez-Trujillo et al., 2004; Constantin et al., 2009). Figure 5A shows CIs (ordinate) for the component of gaze orthogonal to the characteristic gaze vector of each site (as a measure of directional convergence), and Fig. 5B shows the CIs for the amplitude component of the gaze shifts (i.e. parallel to the characteristic gaze displacement vector), all plotted as a function of the characteristic gaze displacement vector amplitude for each site (note that this CV does not show the position-dependent variations in movement amplitude for individual trials). The open circles represent data from one animal, and the filled circles represent the data from the second animal. Note that all of these data were computed in space/body-fixed coordinates.

For the CIs the mean (±SD) correlation coefficient (R) for the direction of the movements for all our FEF sites was 0.50 ± 0.27 (range; 0.01–0.98); while the value for the amplitude of the movements was 0.48 ± 0.27 (range; 0.0015–0.96). These values were statistically significant (t-statistic P ≤ 0.05) in 63 out of 95 sites (66%) for the direction of the movements, and in 62 out of 95 sites (65%) for the amplitude of the movements. Note that when the slopes (CI values) are low (i.e. toward the fixed-vector model), one should expect low correlations because there is no relationship between position and the stimulus-evoked movement.

In these graphs, a ‘fixed-vector’ model of gaze coding – independent of initial gaze position – predicts zero convergence (a horizontal line running along the abscissa), a space/body-fixed coding predicts complete convergence in space (horizontal line at –1 in the ordinate), and an eye-fixed model predicts a non-linear trend (dashed line) in Fig. 5A, with nearly zero convergence in Fig. 5B (for a more complete description of the eye-fixed model, see Klier et al., 2001). Looking first at Fig. 5A, unlike similarly plotted data from the SC (Klier et al., 2001), these data clearly do not follow the predictions of the eye-fixed model (dashed line). The fit is even worse for the ‘fixed-vector model’. Nor do the data consistently follow the predictions of a space/body-fixed model (horizontal line at –1 in the ordinate). Instead, some of these data points fall close to the predictions of the eye-fixed model and a few others fall close to the predictions of the space-fixed model. This was also true for the CI for gaze amplitude (Fig. 5B).

One possibility is that the data fit best the predictions of a head-fixed model. In the plots shown in Fig. 5A and B, the predictions of a head-fixed model cannot be represented by a single line, because they differ depending on the relative contributions of the movement of the eyes and head to gaze. This could be different for different animals, for different recording sites, and during different recording sessions. A large head contribution causes the head model to behave like the eye model, whereas a negligible head contribution causes the head model to become equal to the space/body model. Thus, in this plot one cannot distinguish whether the data are following the head model or falling within a true continuum, as suggested indirectly in our previous analysis (Figs 2 and 4). To address this issue, we performed a different analysis.

We first rotated the gaze trajectories for the different sites in head-fixed coordinates and then recomputed the CIs for the direction and amplitude of the trajectories. This method allowed us to generate a single curve with the predictions of the head-fixed model (horizontal line at −1 in the ordinate of the panels in the second row). In these plots (Fig. 5C and D), the data falling along the CI = −1 line fit better the predictions of the head-fixed model, the data falling far below the line fit better the predictions of the eye-fixed model, and the data falling well above the line fit better the predictions of the space/body-fixed model. The frequency histograms on the right sides of these panels show that the data fall somewhere between the eye model and head model predictions. The data point variations showed...
very little clustering (other than a few sites that produced very large gaze shifts). Instead, they rather scattered in a continuum or gradual transition as they departed from values near the head model predictions.

To further quantify the above observations, we determined the goodness of fit of the data to the different models of gaze coding by computing the squared residuals between the data and the predictions of each model. This method calculates a measure of the discrepancy between the data and the estimation model. A small squared residual indicates a tight fit of the model to the data.

In order to compare the residuals in the head frame (Fig. 5C and D) with those from the other plot (Fig. 5A and B) on an even footing, we first normalized each residual to the variance of the CIs of its corresponding distribution (see 'Data analysis'). The line graphs in Fig. 5E and F show the distribution of the normalized residuals for the CI for the direction component (Fig. 5E) and the amplitude component (Fig. 5F) for the four models.

Considering the population as a whole, we found that for both CIs (direction and amplitude) the mean of the residuals was significantly different across models [one-way analysis of variance (ANOVA), \( F = 2.69; P < 0.001 \); Fig. 5E and F]. A Tukey post hoc test revealed that in both the direction and the amplitude components, the eye-fixed and fixed-vector models showed lower residual values than the head- and space-fixed models. There was also a statistical difference between head- and space-fixed models. There was no significant difference between the eye- and fixed-vector models, suggesting that the data were fit equally well by the fixed-vector or the eye-fixed models. Although the test showed no statistical significance, the mean of the normalized residuals for the CI for direction was the lowest for the eye-fixed model (mean ± SEM: 0.055 ± 0.010), when compared with the fixed-vector model (0.080 ± 0.014). Then the values increased for the head-fixed model (0.270 ± 0.021) and the space-fixed model (0.661 ± 0.027).

We also examined squared residuals curves with the lowest values for all the FEF sites. We found that for the direction CI in space/body coordinates (Fig. 5A) the eye-fixed model produced the lowest residuals in the overwhelming majority of sites (76 sites/80%), followed by the head-fixed model (nine sites/10%), the fixed-vector model (eight sites/8%) and finally the space-fixed model (two sites/2%). This pattern of distribution agrees closely with the general pattern that was observed using the elliptical fit method (Fig. 5). However, using the CI method (Fig. 5A–C) one can clearly see that the full distribution of data is best characterized as a continuum of coding between eye-fixed to head-fixed coding, with a low propensity toward sites in the space coding range.

**Discussion**

The current study recorded head-unrestrained gaze shifts evoked from a large set of electrically stimulated FEF sites, we analysed...
These data in 3D, and compared them with all known models of gaze coding in multiple reference frames. The results of this analysis were consistent with a continuum of coexisting eye- and head-fixed representations for gaze coding in the FEF with a minority of sites possessing a spatial goal. Our results are in agreement with theoretical studies that predict that stimulation of centers involved in visuo-motor transformations that possess visual receptive fields could output motor commands in coordinates fixed relative to the head (Zipser & Andersen, 1988; Smith & Crawford, 2005), space or other reference frames (Blohm et al., 2009). To see the full anatomical map of our stimulation sites and the details of the evoked outputs compared all known models of these data.

Previous studies have reported coding of saccadic eye movements in eye-fixed reference frames in the FEF (Dassonville et al., 1992; Russo & Bruce, 1996; Tehovnik et al., 2000). Our results support these previous findings at the majority of our sites (> 70%). However, we also found many of our tested sites coded gaze commands relative to head-fixed coordinates, and sporadically some sites in space-fixed coordinates. As suggested previously, head-fixed stimulation is not a reliable measure of motor output in brain sites that code eye–head gaze (Martinez-Trujillo et al., 2003a, 2004; Gandhi & Sparks, 2004), and indeed freeing the body might further improve such data.

Although it may seem odd at first that the FEF has individual clusters of neural cells driving motor commands in different coordinate systems, it is well known that the FEF has a topographic map for evoked eye movements (Bruce et al., 1985; Fukushima et al., 2000; Chen, 2006; Knight & Fuchs, 2007), as well as topographically organized reciprocal projections with the SC (Sommer & Wurtz, 2000; Hanes & Wurtz, 2001; Crapse & Sommer, 2009) and projections to premotor brainstem structures (King et al., 1980; Sparks & Hartwich-Young, 1989; Segraves, 1992). Thus, it is plausible that neighboring cells share similar coding schemas.

More importantly, our results are in close agreement with literature using the same methodology in other brain centers. For instance, the SC exhibits evoked movements clearly explained by an eye-fixed representation (Klier et al., 2001), here we found about 70% of the FEF sites to be eye-fixed. On the other hand, evoked movements from SEF sites were found to have goals in eye-fixed coordinates, but also in head-fixed and space-fixed coordinates (Martinez-Trujillo et al., 2004), as in the case of the remaining 30% of our FEF sites. Accordingly, our results suggest that the FEF seems to provide an intermediate step between the SEF and the SC in the processing of gaze command signals (Fig. 6). That is, the use of more complex coding (eye, head, body/space frames) may be used in higher cortical areas like the SEF; whereas in the SC a simple eye-based representation is used. This eye-fixed code may be useful for the decomposition of gaze signals into independent eye and head signals necessary in downstream structures.

It is important to note that these coding schemes are not intrinsic to the FEF sites in isolation, but rather are the product of the total pattern of output connectivity activated when these sites were stimulated. Thus, the transformation from activity in the FEF to behavior depends on this full set of output targets and all of their downstream transformations, traced all the way to patterns of muscular activity. This would include projection to areas such as the SC (Komatsu & Suzuki, 1985; Sommer & Wurtz, 2000; Hanes & Wurtz, 2001). For instance, it is possible that the output goals shown in our FEF stimulations are implemented in the SC by modulation of position input signals, we have recently found such modulations in the SC (DeSouza et al., 2011).

One of the assumptions of our study, based on our previous paper (Monteon et al., 2010), is that the areas we stimulated are primarily involved in the coding of gaze direction. As pointed out previously, one alternative interpretation may be that large current spread recruits a larger population of neurons, suggesting that the head motor commands encoded in the FEF may be distributed widely across neuronal populations (Chen, 2006). It is also possible that internal states of motor or cognitive sets (Wise & Kurata, 1989; Miller & Cohen, 2001; Monteon et al., 2012) have an influence on the sensitivity to recruit head movements, but this possibility needs to be explored in future studies. Until this is established, we maintain that the simplest explanation for our results is that the FEF is primarily involved in the coding of gaze (Monteon et al., 2010).

Our results do not necessarily suggest that natural patterns of muscular activity were caused by FEF stimulation (Elsey et al., 2007). In fact, electrical stimulation fails to activate neural elements as when a natural discharge occurs and may fail to engage important neural regions like the cerebellum (Ranck, 1975; Russo & Bruce,
1993; Tehovnik, 1996; Tehovnik & Slocum, 2000; Tehovnik et al., 2006; Elsley et al., 2007; Histed et al., 2009), and engages both orthodromic and antidromic activation, although the effects in the former are thought to be more robust (Watson et al., 1982; Yoe-mans, 1990). Similarly, different stimulation parameters might sig-
ificantly alter the evoked movement’s kinematics and potentially their goal (reference frame) as well. For instance, longer stimulation train durations in the FEF have shown to cause an increase in gaze and head movement’s amplitude (Knight & Fuchs, 2007). For the current study we analysed 200-ms train durations because our team and others have found stimulation trains of about 200 ms to provide the best emulation of natural head-free gaze shifts from the FEF and other high-level gaze centers (Tu & Keating, 2000; Martinez-Trujillo et al., 2003b; Knight & Fuchs, 2007; Monteon et al., 2010). Even after considering the limitations of this technique, if stimulation reveals a particular frame of reference for a movement goal, this at least provides an “existence proof” that such a pattern of activation at the site is able to code this goal, even if it is not used this way during normal physiological activity. Nonetheless, except for the exact activation patterns of neck muscles and some kinematic particulars, numerous previous findings show that FEF stimulation can produce gaze command composed of eye–head coordinated movements that closely resemble behavioral gaze shifts (Elsley et al., 2007; Knight & Fuchs, 2007; Monteon et al., 2010). These add credence to our assumption that the coding schemes revealed in our experiment reveal aspects of normal physiology.

There have been exceptions where stimulation of the FEF or sur-
rounding region produced isolated head movements (Chen, 2006) or abnormal torsional head movements (Monteon et al., 2010), but this was never the case in the dataset analysed here. Moreover, if gross electrical input to the FEF can evoke gaze shifts in multiple frames of reference, it seems difficult to argue that more subtle and varied patterns of physiological input could not reproduce similar patterns of motor output. Nevertheless, the main finding we observed from our data is that activation within the FEF can produce gaze shifts toward the goals and reference frames we described, without necessarily knowing if these particular patterns are ever used physiologically.

**Implications for the gaze control system**

Assuming, for the moment, that the results from the current study are correctly analysed and interpreted, how do they compare with previous studies? About 70% of our sites appeared to use an eye-fixed code or something close to it. This is consistent with the general literature of gaze coding in the SC, LIP and FEF, which appear to employ merely an eye-fixed code to control gaze. (Colby et al., 1995; Russo & Bruce, 1996; Tehovnik et al., 2000; Klier et al., 2001; Andersen & Buneo, 2002; Cohen & Andersen, 2002; Van Pelt et al., 2010). This could reflect a relatively simple transfer of spatial information from the retina to the oculomotor system. It does not seem likely that the FEF is required to produce eye-to-head or eye-to-space reference frame transformations for simple visuomotor transformations, because the lower level SC appears to use an eye-
fixed code for eye/head gaze shifts (Klier et al., 2001). It thus appears that the brainstem itself can transform eye-fixed signals into muscle coordinates without the FEF.

However, this does not account for the ~30% of sites in our study that did not show an eye-centered code. How can we account for these? First, there is no reason to assume that the FEF must use the same code as the SC and LIP (indeed, it looks something more like SEF in that respect). Second, our study was done in natural head-unrestrained conditions with only minimal amounts of training, i.e. for the monkey to briefly fixate a light before stimulation. Most previous studies were done in head-restrained conditions in monkeys that were over-trained to produce visually guided saccades. Task experience/training is known to influence neural patterns (Moorman & Olson, 2007; Campos et al., 2010) and the results of stimulation (Gold & Shadlen, 2000; Barborica & Ferrera, 2004; Monteon et al., Submitted). It is possible that these non-retinal sites are involved in different, more complex behaviors. For example, there is some suggestion that the FEF might be involved in aspects of eye–hand coordination (Ren et al., 2008; Thura et al., 2008) that require head- and body-centered transformations (Scherberger et al., 2003; Ren & Crawford, 2009).

Based on these factors and other findings (Schiller et al., 1987; Olson & Gettner, 1999), we again suggest two separate streams in the visuomotor transformations for gaze control – one for direct, visually guided action, going through the parietal lobe and then through the SC, where the visuomotor reference frame transformation would only occur in the brainstem (Martinez-Trujillo et al., 2004). The second stream performs more complex visuospatial and cognitive tasks (involving top-down attention and target selection in arbitrary visual reference frames), and proceeds from the parietal lobe through the SEF and from there to the FEF and other cognitive and motor systems. Our findings support the view that the FEF might play an important role in the second stream by conveying information from the SEF to the SC (Huerta et al., 1986; Everling & Munoz, 2000). An important question to answer in further studies is how the use of these different streams and reference frames is influenced by specific task demands.
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