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Global Organization of Dynamics in Oscillatory Heterogeneous Excitable Media
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An oscillatory heterogeneous excitable medium undergoes a transition from periodic target patterns to a
bursting rhythm driven by the spontaneous initiation and termination of spiral waves as coupling or
density is reduced. We illustrate these phenomena in monolayers of chick embryonic heart cells using
calcium-sensitive fluorescent dyes. These results are modeled in a heterogeneous cellular automaton in
which the neighborhood of interaction and cell density is modified. Parameters that give rise to bursting
rhythms are organized in distinct zones in parameter space, leading to a global organization that should be
applicable to the dynamics in a large class of excitable media.
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FIG. 1 (color). The activity of embryonic chick heart mono-
layers plated at three different densities under different concen-
trations of gap junction blocker �GA visualized with calcium-
sensitive fluorescent dye. Each box is approximately 0:8 cm2. A
trace above each panel shows the activity for 50 sec of the four
center pixels. The images are presented as activation plots which
show the overlayed location of active cells at 100 msec intervals.
Excitable media, such as the Belousov-Zhabotinsky re-
action [1,2], aggregating slime mold [3], catalytic oxida-
tion of CO on Pt [4], and cardiac tissue [5–11], display
diverse spatiotemporal patterns. Understanding the factors
that lead to particular types of organization of spatiotem-
poral patterns is of special importance in the cardiac con-
text since abnormal types of organization are associated
with dangerous or even fatal cardiac rhythms [5]. Dynamic
behaviors observed in cardiac preparations include propa-
gation from a pacemaker site, stable rotating spiral waves
[6], unstable spiral waves that break up during propagation
[7], and bursts of activity associated with the initiation and
termination of spiral waves [8,9]. However, the way in
which these different dynamical regimes arise as the pa-
rameters describing the cardiac medium vary is not known.
In this Letter, we demonstrate transitions from periodic
targets to spirals that spontaneously initiate and terminate,
and to patterns with multiple fractionated wave fronts by
changing culture conditions in experiments or by changing
parameters in a theoretical model. Quantitative character-
ization of the spatiotemporal patterns [12] indicates that
there may be self-organized behavior with dynamical pat-
terns over a range of spatiotemporal scales.

To study the spatiotemporal patterns in excitable sys-
tems, we investigate a spatially heterogeneous cardiac cell
monolayer preparation whose properties can be modified
by changing the density of cells, and by adding a drug, �
glycerrhetinic acid (�GA), that uncouples the intercellular
connections. Figure 1 shows the dynamics of a monolayer
of cardiac cells [13] plated at three different densities under
different concentrations of �GA and imaged using a
calcium-sensitive fluorescent dye. Each row in Fig. 1 rep-
resents data from one monolayer under increasing levels of
gap junction blockade. Typical activation patterns for each
of the nine culture conditions are represented as contour
maps of activation times. Above each contour map, we plot
the summed activity from the four center pixels over time.
Bursting rhythms are defined as rhythms consisting of
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rapid activity of five or more activations with a period of
� 0:75 sec, followed by a period of quiescence �2:5 sec.

Depending on the experimental conditions, the mono-
layers display target waves generated at a constant rate,
stable spiral waves, spiral waves that spontaneously start
and stop, giving rise to a bursting rhythm, or irregular
activity consisting of a mix of target patterns and self-
terminating spiral waves. At high plating densities, mono-
layers predominantly display target patterns (5=6 cases) or
stable spiral waves (1=6 cases) with no wave breaks. The
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FIG. 2 (color). The dynamics of the model for different values
of density and neighborhood size. The position of the wave front
at different times is shown for the first propagated pulse. For this
simulation Fsub � 0:999. The images are represented as activa-
tion plots showing the overlayed location of active cells at ten
iterate intervals.
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activity is periodic with a constant interbeat interval. For
intermediate plating densities we observe target patterns
(3=6 cases) and spiral waves (3=6 cases) with a small
number of spiral centers. The dynamics are usually char-
acterized by a constant interbeat interval, but can display a
bursting rhythm (1=6 cases). Wave fronts appear to be
smooth and display relatively few wave breaks. For low
plating densities, waves are fractured and form multiple
spirals (6=6 cases). Activation fronts may initiate as target
patterns, but frequently break and form multiple spiral
centers. Rhythms are aperiodic and often (4=6 cases) dis-
play bursting activity.

The addition of �GA converts periodic target patterns
to bursting rhythms. The concentration of �GA needed
to convert the rhythm depends on the density of the mono-
layer. The addition of 5 �M �GA to the high density
preparation slows the wave velocity from 3.0 to
1:2 cm=sec but does not generate wave breaks. The addi-
tion of 10 �M �GA causes the dynamics to change from a
regularly beating target pattern to spiral wave driven burst-
ing. The addition of 5 �M �GA to monolayers plated at
intermediate densities changes most target patterns to spi-
ral wave driven bursting. The addition of 10 �M �GA
introduces wave breaks but does not change the overall
pattern of activity. The addition of �GA to the low density
preparation acts to slow the wave velocity but does not
change the pattern of activation.

Decreases of density and increases of �GA lead to
similar effects, so that there are similar dynamics for
preparations along the diagonal from the upper left hand
corner to the lower right hand corner in Fig. 1. These data
are consistent with the hypothesis that the local spatial
organization of cells determines the global dynamics.
Reducing cell coupling decreases the number of locally
interacting cells by changing the size of the neighborhood,
while reducing plating density lowers the number of cells
within a neighborhood of a given size.

In order to isolate the important features that lead to the
diverse spatiotemporal patterns, we use a cellular automa-
tion model of excitable media that has been modified from
earlier formulations [8,14,15]. Simulations are carried out
on a 100� 100 square lattice. To introduce heterogeneity,
we randomly locate each site in a square of unit length
centered at its original unperturbed lattice site [16]. To
model changes in the density of the preparation, we ran-
domly remove cells leaving a fraction �. Each site i at
time �t� is assigned a state, ui�t�. The state is an integer: 0 is
a rest state; states 1; 2; . . . ; E are excited states; states E�
1; E� 2; . . . ; E� R are refractory states; state E� R� 1
is identified with the rest state 0. The update rule for the
state of a site is as follows: if 1< ui�t�<E� R, then
ui�t� 1� � ui�t� � 1. If ui�t� � 0, then ui�t� 1� � 0, un-
less it becomes excited so that ui�t� 1� � 1 on the next
time step. This can occur in two different ways:

Spread of excitation from neighboring cells.—This oc-
curs if
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D�j;i	<r; 0<uj�t��E

P
D�j;i	<r;uj�t��0 or uj�t�>E

> �i�t� 1�; (1)

where D�j; i	 � jxj � xij � jyj � yij is the distance be-
tween cell j and cell i; �xj; yj� is the location of cell j;
�i�t� 1� is the excitation threshold for cell i at time �t� 1�
(see below); and the summation is over all cells within a
distance r of cell i.

Random spontaneous activity.—For a cell in state
ui�t� � 0, we assume there is a probability � that
ui�t� 1� � 1.

Cardiac muscle is less excitable after rapid activity.
This effect is often called fatigue [17]. We add a rate
dependent fatigue term in order to model the slowing
and termination of spiral wave activity observed in the
experiments. The fatigue term of cell i at time �t� 1� is
�i�t� 1� � �i�t� � Fadd if ui�t� 1� � 1, and �i�t� 1� �
�i�t� � Fsub if ui�t� 1� � 1. The fatigue term is added to a
minimum threshold value �min, and the threshold is set to
�i�t� 1� � �min � �i�t� 1�.

In this study, we investigate the effects of changing �, r,
and Fsub. The other parameters are set to E � 6, R � 7,
� � 0:001, Fadd � 0:02, and �min � 0:35.

Figure 2 shows the dynamics for the model for different
neighborhood sizes and density values. The model displays
target patterns for high density values and large neighbor-
hood sizes. Spirals do not form for these parameters be-
cause broken wave fronts seal at the initiation site and the
wave does not develop wave breaks. The model displays
reentrant dynamics for smaller neighborhood sizes and
lower densities. Unidirectional block at the initiation site
generates spiral waves. The spiral tip tends to increase its
meander as fatigue accumulates. The spiral tip eventually
collides with the boundary of the simulation grid, termi-
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nating activity. This process repeats for some parameters,
giving rise to a bursting rhythm.

We employ a coherent cluster analysis [12] to com-
pare the spatiotemporal dynamics of the model data with
the experimental results. Frames are stacked along the
time axis to create a space-time cube. Neighboring active
sites within the cube are joined to form space-time clusters.
The spatiotemporal entropy is calculated from S �
�
P

svs lnvs [12], where vs is the normalized value of the
total volume of all clusters for a given cluster size s [18].
The entropy values for the experimental results for differ-
ent values of density and �GA are shown in Fig. 3(a).
Entropy is low (S < 1:0) for dense, well coupled prepara-
tions that show target patterns or stably rotating spiral
waves due to the presence of large cluster sizes. Entropy
increases (S > 1:0) for preparations with multiple spiral
waves. The entropy for the model is shown in Fig. 3(b).
High entropy is found for parameters that give rise to
fractionated wave fronts. The entropy values are compa-
rable to the values obtained from the experimental results.

The properties of the cellular automation model are
further assessed by analyzing three different geometries
for different values of r and �. Activity is classified by
numerically determining the number of spiral tips and
recording activation times of cells near position �0; 0�.
The activity is classified as targets (no spiral tips, infre-
quent activation times), stable spirals (less than four spiral
tips, frequent sequential activation times), or bursts (target
patterns interspersed with spiral wave driven runs of rapid
activity). Parameters that lead to bursting dynamics are
shown in Fig. 3(c). The model displays target patterns for
high values of r and �, bursting spirals for intermediate
values of r and �, and wave breaks or block for low values
of r and �.

The cluster size distributions for parameters correspond-
ing to two panels in the center column in Figs. 1 and 2 are
shown in Fig. 4. The distributions are dominated by large
FIG. 3. The dynamics of the experimental preparation and the
model for different values of density and cell-cell coupling.
(a) Entropy values calculated for 500 consecutive frames for
the experimental data shown in Fig. 1. (b) Entropy values
calculated for parameters of the model, shown as a contour
plot. Since the size of large clusters is constrained by the
boundary of the simulation, we consider clusters of greater
than 10 000 pixels to be in the same size class in order to
minimize boundary effects. (c) Model parameters that give rise
to bursting dynamics are indicated with black crosses. The
results for the model were obtained by simulating three different
geometries at each parameter point.
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clusters for parameters that give rise to target patterns in
the experiment and model [Figs. 4(a) and 4(c)]. For pa-
rameters that give rise to fractured spiral waves with
multiple cores [Figs. 4(b) and 4(d)], the distributions dis-
play a linear scaling region for small cluster sizes in the
log-log plot. Although definite conclusions cannot be made
because of the comparatively small size of the tissue
culture and the noise that is inherent in the data, the linear
scaling in the log-log plot suggests that for some ranges of
parameters there is scaling behavior similar to the scaling
observed by Jung and colleagues in astrocyte cultures [12].

The experimental and numerical studies lead us to sug-
gest a scheme for the global organization for spatiotempo-
ral dynamics for heterogeneous excitable media in which
there is fatigue. In proposing this scheme we assume that in
the zone in which the medium is strongly excitable (cor-
responding here to the dense preparation without �GA)
target waves propagate as concentric circles from a point
source, and spiral waves circulate stably. Bursting dynam-
ics are observed for parameters in the shaded region in
Fig. 5. For low values of fatigue (Fsub < 0:994), the model
does not display bursts but generates stable spirals or target
patterns depending on the value of r. For intermediate and
high values of fatigue, bursts are observed for certain
values of r. For low r, bursting dynamics are observed
only for high values of Fsub. Bursting dynamics are ob-
served for progressively lower values of Fsub as r increases
from 1.5 to 2.5. For r > 2:5, bursts are not observed.

The dynamics observed in this Letter assume that excit-
ability is independent of cell density and that spiral waves
are stable in the absence of heterogeneity. If these con-
ditions are not met, different dynamics can be observed as
parameters are varied. Panfilov [11] found that reduced
connectivity stabilizes spiral waves in models which dis-
play spiral wave breakup at high connectivity. Lee et al. [3]
found that low plating densities favor target waves over
spiral waves in slime mold cultures because broken wave
fronts do not form spiral waves at low densities due to
decreased excitability.
FIG. 4. Cluster size distributions for 500 frames from the ex-
perimental data under intermediate gap junction block (�GA �
5 �M) for different densities (panels a and b) and 6000 iterates
of the model (panels c and d) for r � 2:5 for different density
values. (a) Cluster size distribution for a high density (20�
103 cells=cm2) monolayer. (b) Cluster size distribution for a low
density (5� 103 cells=cm2) monolayer. (c) Cluster size distri-
bution for the model for high density � � 1. (d) Cluster size
distribution for the model for low density � � 0:5. Cluster sizes
for the model were divided by a scaling factor of 3 to fit the data.
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FIG. 5. Schematic global organization in the cellular automa-
ton based on computations at 2000 values evenly spaced on the
Fsub, r parameter space. Each parameter point was tested for
three randomly generated arrays.
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This work gives insight into previous observations in
diverse systems. Chemical reactions where negative feed-
back is experimentally imposed [2,4] display spatiotempo-
ral patterns similar to the bursting spirals we observe in our
preparation as a consequence of changes of density or the
addition of �GA. Moreover, the diseased heart in which
coupling and/or excitability is reduced as a consequence of
growth of fibrous tissue [19] or medication [20] is suscep-
tible to the spontaneous initiation of dangerous arrhyth-
mias that may be associated with spiral wave activity.
Although these arrhythmias may be sustained, they often
spontaneously terminate, leading to behaviors that are
similar to the bursting dynamics observed here [21].

Although deterministic partial differential equations
representing excitable media display bifurcations in dy-
namics as parameters are changed, in stochastic heteroge-
neous excitable media of finite size, the characterization of
different dynamical regimes is not as developed. The cur-
rent study provides further evidence that in some regions of
parameter space there are spatiotemporal structures over a
broad range of scales. The global organization of dynamics
described here should be observed in a variety of different
excitable systems.
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