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SUMMARY

This paper reviews the difficulties associated with being a statistical reviewer for a medical journal. As background, I consider first the use of statistical reviewers by medical journals, medical journals’ policies on statistical peer review, and the limited evidence of its effectiveness. The assessment of a manuscript is considered under the headings of design, methods of analysis, presentation and interpretation, with many illustrative examples of the difficulties to be overcome. I emphasize the judgemental nature of many aspects. I suggest how to present and structure the reviewer’s report to the editor. Finally, I consider wider issues, including the various other ways in which statisticians can interact with medical journals.

STATISTICS IN MEDICAL PAPERS

Over the last 40 years there has been a great increase in the use of statistics in medical research, and thus in papers published in medical journals. For example, between 1952 and 1982 the proportion of papers in Pediatrics using statistical methods beyond descriptive statistics quadrupled, and there was a vast increase in the use of more advanced methods.1 By 1982 only half of the research papers could be understood by somebody familiar with only simple statistical methods (dispersion, t, \( \chi^2 \) tests or correlation). A comparison of the New England Journal of Medicine in 1978–1979 and 1990 also revealed dramatic changes in the use of statistics.2 In particular there was now much greater use of complex methods such as logistic regression and proportional hazards regression for survival data. The trend towards greater complexity (sophistication?) has continued.

The number of medical journals continues to increase. If all of this research were sound, even if ‘worthy but dull’, perhaps not too much harm would be done. The reality, though, is that there is a wealth of evidence that much published research is methodologically unsound.2,3 Over the last 30 years or so there have been many published reviews of the quality of statistics in medical journals. Although there were some earlier studies, the first influential review was probably that of Schor and Karten,4 in which statistical problems were found in the majority of papers. There have been many further studies of this kind. Table I gives a brief summary of the findings of some
Table I. Summary of some reviews of the quality of statistics in medical journals, showing the percentage of ‘acceptable’ papers (of those using statistics)

<table>
<thead>
<tr>
<th>Year published</th>
<th>First author</th>
<th>Number of papers</th>
<th>Number of Journals</th>
<th>% papers acceptable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1966</td>
<td>Schor⁴</td>
<td>295</td>
<td>10</td>
<td>28</td>
</tr>
<tr>
<td>1977</td>
<td>Gore⁵</td>
<td>77</td>
<td>1</td>
<td>48</td>
</tr>
<tr>
<td>1979</td>
<td>White⁶</td>
<td>139</td>
<td>1</td>
<td>55</td>
</tr>
<tr>
<td>1980</td>
<td>Glantz⁷</td>
<td>79</td>
<td>2</td>
<td>39</td>
</tr>
<tr>
<td>1982</td>
<td>Felson⁸</td>
<td>74</td>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td>1982</td>
<td>MacArthur⁹</td>
<td>114</td>
<td>1</td>
<td>28</td>
</tr>
<tr>
<td>1983</td>
<td>Tyson¹⁰</td>
<td>86</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>1985</td>
<td>Avram¹¹</td>
<td>243</td>
<td>2</td>
<td>15</td>
</tr>
<tr>
<td>1985</td>
<td>Thorn¹²</td>
<td>120</td>
<td>4</td>
<td>&lt;40</td>
</tr>
<tr>
<td>1988</td>
<td>Murray¹³</td>
<td>28</td>
<td>1</td>
<td>61</td>
</tr>
<tr>
<td>1988</td>
<td>Morris¹⁴</td>
<td>103</td>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td>1995</td>
<td>McGuigan¹⁵</td>
<td>164</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>1996</td>
<td>Welch¹⁶</td>
<td>145</td>
<td>1</td>
<td>30</td>
</tr>
</tbody>
</table>

of those reviews which quantified the proportion of papers with important statistical errors. There was considerable variation in the scope of these studies and in what the reviewers termed an error, so that we should probably not attempt a numerical summary. Nevertheless, however we look at these reviews they clearly point to a major problem in statistical analysis and reporting. Few of the reviews considered statistical design except for aspects of clinical trials. This may be that it is easier to assess analysis than design, or that (as discussed below) quality of design may be more subjective, and thus harder to assess, than quality of analysis.

Table I shows little (if any) evidence of rising standards but, as noted, the nature of statistics in medical journals has changed. It is likely that the general understanding of basic statistical methods (t and $\chi^2$ tests, for example) has improved, even though errors still occur in the use of these simple methods. The increased use of more complex methods, such as survival analysis and multiple regression, has led to new problems, many of which cannot be detected in published papers. Both the existence and content of Andersen’s book *Methodological Errors in Medical Research*¹⁷ serve to highlight further the need for higher standards in research. In addition to this direct evidence of poor research methods, there have been several studies of the statistical knowledge of doctors, such as that by Wulff *et al.*,¹⁸ which have consistently shown that few doctors have a good grasp of even basic statistical ideas.

The main reason for the plethora of statistical errors is that the majority of statistical analyses are performed by people with an inadequate understanding of statistical methods. They are then peer reviewed by people who are generally no more knowledgeable. Sadly, much research may benefit researchers rather more than patients, especially when is carried out primarily as a ridiculous career necessity.¹⁹

MEDICAL JOURNALS’ POLICIES REGARDING STATISTICAL REVIEW

Peer review of manuscripts submitted to scientific journals has become standard practice in recent times. In parallel with the increased use of statistics, medical journals have increasingly
brought statisticians into the review process. There is, however, very little evidence about how much use is made of statisticians or what the effect of this effort is, nor is there much published guidance about what is expected from the statistician who serves in this capacity. I will address these issues in turn.

First, a semantic point. I prefer the term reviewer to referee, as their role is to assess (review) the quality of the manuscript, and by such means to help the editor to decide whether or not to accept a paper, not to make this decision themselves. The process is widely known as peer review, not peer refereeing. Also, for a statistician, the majority of the effort is put into improving the quality of papers that are published, not determining which should be rejected. However, I will use the two terms interchangeably.

There have been two surveys of the use of statistical reviewers by medical journals. George surveyed 98 journals with a high citation impact factor, with an 85 per cent response rate. The general picture was that most papers were not seen by a statistician. He made several recommendations for journals:

(i) they should require that all papers have statistical review;
(ii) they should recruit qualified statisticians as reviewers;
(iii) reviewers should see the revised manuscript (or be offered the option);
(iv) they should publish their policy on statistical refereeing;
(v) they should adopt written guidelines for statistical reporting.

At that time few of these practices were common, and he noted that it might not be easy to achieve them. A second survey about ten years later (1993–1995) found some marked changes. This survey of 171 journals (67 per cent response rate) was of a different sample of journals, although it had similar inclusion criteria and it used similar and often identical questions.

The most notable change was an increase from 15 per cent to 37 per cent in the journals which had a policy that meant that all published papers had received statistical review. In the later survey 29 per cent of the journals reported that over half of their published research papers had been statistically reviewed. None the less, it is clear that a high proportion of papers, even in these high impact journals, are still published without such a review. About two-thirds of the editors in the later survey thought that statistical review led to important changes in over half of the papers reviewed. Apart from the evidence from these surveys, some journals, in particular the general medical journals, publish their policy on statistical review. A few journals indicate that all papers will undergo statistical review before acceptance for publication.

Some journals also have policies regarding specific statistical issues. Some of these will reflect the recommendations in the ‘Vancouver’ guidelines. Perhaps the most common is the requirement that authors should provide confidence intervals with their main results. The British Medical Journal (BMJ) will not accept non-randomized trials when randomization was feasible.

It is likely that many more journals would like to make use of statisticians in their review process. However, there seems to be a shortage of statisticians who are both available and willing to do this work.

THE EFFECT OF STATISTICAL REFEREEING

It seems self-evident that statistical refereeing must be beneficial, but there have been surprisingly few studies of the effect of statistical refereeing on the quality of papers published in medical journals. Schor and Karten reviewed 149 papers in 10 journals. They considered that 28 per cent...
of them were statistically acceptable, 68 per cent needed revision, and 5 per cent were ‘unsalvageable’. After the institution of a statistical refereeing programme at the Journal of the American Medical Association they repeated the exercise (on a smaller sample) and found that 74 per cent of papers were statistically acceptable. They reported that a further before–after study at another journal showed an improvement from 35 per cent to 70 per cent acceptable.

Gardner and Bond reported a pilot study of 45 papers assessed both as originally submitted to the BMJ and as actually published. They found that 11 per cent were acceptable as submitted and 84 per cent acceptable as published. In 4 of the 7 papers unacceptable as published, criticisms by the statistical referee had not been adequately dealt with.

Surprisingly, these two studies—one 30 years old and the other rather small—provide the only direct evidence I am aware of about the effect of statistical input into peer review.

The preceding comments might suggest that statistical review is the solution to the ills of the medical literature. This is not so, for several reasons. Most obviously, many aspects of manuscript review are subjective, an issue I consider in more detail below. In addition, reviewing papers is not easy. Statisticians rarely receive explicit training in this role, although they will probably take part in various activities relating to critical appraisal. There have been occasional papers which give a personal view on the issues involved in being a referee; here I will offer another, rather more detailed, view.

**ASSESSING THE STATISTICAL QUALITY OF A PAPER**

Research papers in medical journals almost all follow the same structure: introduction, methods, results, and discussion. From the statistical perspective the only information of direct relevance in the introduction is likely to be the aim(s) of the study. The methods section should describe the study’s objectives and all aspects of the design of the study, including which statistical methods of analysis were used. The results section naturally will contain the results, and the presentation of these needs to be considered. The interpretation of the results will usually appear in the discussion. Lastly, the abstract of the paper (which comes first) should provide a brief but honest summary of the methods, results and conclusions. That is the theory; in practice, almost any information can be found in any section of the paper, and it is not uncommon to find information given in the abstract that does not appear elsewhere or that disagrees with the main paper.

The main areas for the statistical reviewer to consider are design, methods of analysis, presentation of results and interpretation. In an attempt to help discussion of these I have tried to categorize criticisms as relating to ‘definite errors’, matters of judgement, and poor reporting (minor points, but not necessarily trivial).

Having made these categories, I am not completely comfortable about using them. In particular, the ‘definite’ errors are mostly not as definite as the name implies. Some require judgement too, for example in deciding what is ‘inappropriate’ or ‘inadequate’. Also, definite errors are not necessarily important ones. I use the category of reporting errors to indicate either minor technical matters or aspects of completeness of reporting which could be detected by a suitably trained sub-editor.

Tables II to V show some examples of each category for study design, analysis, presentation, and interpretation. In each case I will comment on just a few of these items. My focus will be on problems with what was done or how it was reported. However, errors of omission are also common and may be just as serious.
Table II. Some examples of errors in design

**Definite errors**
- Failure to use randomization in a controlled trial
- Use of an inappropriate control group
- Use of a crossover design for a study of a condition that can be cured, such as infertility
- Failure to anticipate regression to the mean

**Matters of judgement**
- Is the sample size large enough?
- Is the response rate adequate?

**Poor reporting**
- Study aims not stated
- Justification of sample size not given
- In a controlled trial, method of randomization not stated

Table III. Some examples of errors in analysis

**Definite errors**
- Unpaired method for paired data
- Using a \( t \)-test for comparing survival times (some of which are censored)
- Use of correlation to relate change to initial value
- Comparison of \( P \)-values
- Failure to take account of ordering of several groups
- Wrong units of analysis

**Matters of judgement**
- Whether to suggest that the authors adjust the analysis for potential confounding variables?
- Is the rationale for categorization of continuous variables clear?
- Are categories collapsed without adequate justification?
- Is use of parametric methods acceptable for data that are non-Normal (for example, skewed or ordinal)?

**Poor reporting**
- Failure to specify all methods used
- Wrong names for statistical methods, such as variance analysis, multivariate analysis (for multiple regression)
- Misuse of technical terms, such as quartile
- Citing non-existent methods such as ‘arc sinus transformation’ and ‘impaired \( t \)-test’ (seen in published papers)
- Referring to unusual/obscure methods without explanation or reference

**Design**

This category well illustrates the softness of some of these issues. For example, the failure to state study aims is common. However, in some cases this could be a very serious error while in other cases the aim would be quite obvious.

Consider a case-control study in which the minimum age of controls was the mean age of the cases, and cases and controls were from different geographical areas.\(^{28}\) This seems a clear case
Table IV. Some examples of errors in presentation

**Definite errors**
- Giving SE instead of SD to describe data
- Pie charts to show the distribution of a continuous variable
- Results given only as *P*-values
- CI given for each group rather than for the contrast
- Use of scale changes or breaks in histograms
- Failure to show all points in scatter diagrams

**Matters of judgement**
- Would the data be better in a table or a figure?
- Should we expect authors to have considered (and commented on) goodness-of-fit?

**Poor reporting**
- Numerical results given to too many or, occasionally, too few decimal places
- *r* or *χ²* values to too many decimal places
- *P* = NS, *P* = 0.0000 etc.
- Reference to ‘non-parametric data’
- Tables that do not add up, or which do not agree with each other

Table V. Some examples of errors in interpretation

**Definite errors**
- Failure to consider confidence interval when interpreting non-significant difference, especially in a small study
- Drawing conclusions about causation from an observed association without supporting evidence
- Interpreting a poor study as if it was a good one (for example, a small study as a large one, a non-randomized study as a randomized one)

**Matters of judgement**
- Have the authors taken adequate account of possible sources of bias?
- How should multiplicity be handled (for example, multiple time points or multiple groups)?
- Is there over-reliance on *P*-values?

**Poor reporting**
- Discussion of analyses not included in the paper
- Drawing conclusions not supported by the study data

of an inappropriate control group, but how different do the groups have to be before such a judgement is made? So this may be a definite error but it may also be a matter of judgement.

Likewise, failure to specify the method of randomization may no longer be seen as a minor matter. There is empirical evidence showing that the quality of the randomization procedure relates to trial findings, with trials which do not report concealed allocation obtaining larger treatment effects.29

Methods of analysis

First, it is essential that authors specify which statistical methods they used. This is a basic requirement of the widely adopted uniform guidelines, often called the ‘Vancouver guidelines’, which includes the statement: ‘Describe statistical methods with enough detail to enable a knowledgeable reader with access to the original data to verify the reported results’.22

Using an unpaired method (such as the two-sample t-test) for comparing two sets of paired observations may seem a definite error, but there are situations when the pairing is more cosmetic rather than actual – for example, in a case-control study comparing cases who are new-born babies with control babies who happen to be the next baby born in that hospital. Also, in some situations, paired analysis is either very difficult or simply impossible.

Examples of the comparison of P-values include subgroup analyses, within-group analyses of change over time (for example, from baseline in RCT), and a serial (repeated) measurements analysed independently at multiple time points. In each case comparisons are explicitly or implicitly made between P-values.30 I have even encountered sets of (non-independent) P-values compared by a further test.31 While basing inferences on the comparison of P-values is common, in my view it is (almost?) never justified. As a referee I would not let it pass.

In some conditions it is possible to take several measurements on the same patient, but the focus of interest usually remains the patient. Failure to recognize this fact results in multiple counting of individual patients and can lead to seriously distorted results. Analysis ignoring the multiplicity violates the widespread assumption of statistical analyses that the separate data values should be independent. Also, the sample size is inflated, sometimes dramatically so, which may lead to spurious statistical significance. There can be problems of interpretation too. Commenting on one trial, Andersen wryly observed that ‘... this trial resulted in the apparent conclusion that after 1 year 22 per cent of the patients, but only 16 per cent of the legs, have expired’.17 The issue of units of analysis is of course also an issue of design as well as analysis, showing that these categories too are not so clear-cut.

Other areas which cause difficulty, among many I could mention, include judgements about the use of parametric or non-parametric methods, and the use (or non-use) of Bonferroni-type corrections.

Presentation

As examples of spurious precision, I have seen a mean gestational age at birth given as 40 weeks, 5.68 days. (Note that 0.01 day is about 15 minutes.) Likewise the regression equation birthweight = −3.0983527 + 0.142088 chest circumference + 0.158039 midarm circumference purports to predict birthweight to 1/100000 g. Note here the common error of giving the constant to greatest precision.

Poor presentation may provide clues that there may be serious errors elsewhere. This might include evidence that results have been taken straight from computer printout (for example, spurious precision, P-values of 0.0000, use of * in regression equations), the presence of a large number of reporting errors, many numerical errors, and even outright stupidity. To illustrate this last category, Andersen17 refers to a paper which summarized patient characteristics before and two years after jejuno-ileal bypass operation. The authors reported a highly significant reduction in weight, a non-significant change in height, and a highly significant increase in age of about two years!
**Interpretation**

The failure to draw appropriate inferences from a non-significant result can be illustrated by the study of Sung et al. They randomized patients to octreotide infusion or emergency sclerotherapy for acute variceal haemorrhage. They reported that they would have needed 900 patients per group to have reasonable power to detect an improvement in response rate from 85 per cent to 90 per cent. As this was way beyond what they could achieve, they ‘arbitrarily set a target of 100 patients and accepted a chance of a type II error’. The observed rates of controlled bleeding were 84 per cent in the octreotide group and 90 per cent in the sclerotherapy group, giving $P = 0.55$. They quoted a confidence interval (CI) for the treatment difference as 0 to 19 per cent – it should have been –7 per cent to 19 per cent. More seriously, they drew the unjustified conclusion that ‘octreotide infusion and sclerotherapy are equally effective in controlling variceal haemorrhage’.

Another common difficulty is the interpretation of data-derived analyses – analyses not prespecified and generally suggested by the results obtained. For example, Newnham et al. carried out a large randomized trial comparing routine and intensive ultrasound during pregnancy. They found significantly more low birthweight babies in the frequent ultrasound group (although the difference in mean birthweight was negligible). This was not one of the main outcomes and indeed was the only one of more than 20 variables they looked at to show a significant difference. Most of the paper’s discussion was about birthweight. Incidentally, one of the authors’ arguments in favour of this being a genuine association was plausibility. This is an almost worthless argument – doctors can find a plausible explanation for any finding. Analyses suggested by the data should be acknowledged as exploratory; for generating hypotheses rather than testing them.

In addition, there are some problem areas that cut across the categories just discussed. For example, many difficulties arise through multiplicity involving issues such as multiple time points, multiple comparisons and subgroup analyses. These can be seen as issues of analysis or interpretation, but may stem from poor study design.

**Issues specific to certain types of study**

As indicated in some of the above examples, specific considerations apply to specific study types, such as surveys, case-control studies, controlled trials and systematic reviews (meta-analyses). It helps if the reviewer is familiar with the type of study, although those who review frequently for a medical journal, especially a general medical journal, must expect to receive papers on all types of study. They should, however, always send back a paper if they feel that it goes into areas in which they are not especially confident or competent. Likewise, it is desirable if the reviewer is familiar with the medical subject matter. Specialist journals usually recruit statistical referees who work in the relevant medical specialty, and it is certainly helpful to be familiar with the medical issues being addressed. Again, this will not apply to general journals, where the regular reviewer may expect to receive papers on almost any medical area.

Check-lists tailored to a particular type of study can help the reviewer, if only by acting as a memory jogger. It is in general harder to spot things missing from a paper than those which are included but incorrect.
Referee’s report

The referee’s comments will need to be put together as a written report, primarily for the editor but also for the authors. It is helpful to structure the report, for example by grouping comments under headings (methods, results, discussion, abstract). It is also helpful to indicate for each comment the relevant page(s) of the manuscript. I find it useful to have a large number of separated comments rather than long paragraphs. If the referee numbers the comments, assessment of the revised version is greatly aided if authors are asked, by the editors, to respond in a covering letter to each of the referee’s points in turn.

The referee should be constructive. For example, it is better to indicate how the analysis could be improved than simply observing that the present analysis is incorrect. The referee should use language that the authors will understand; technical terms such as interaction and heteroscedasticity should be avoided.

It is valuable to indicate which are the most important criticisms. While the relative importance may be obvious to a statistician, it is unlikely to be so for either editors or authors, who in general will be equally ignorant of statistical niceties. Also, further to my preceding classification, the reviewer should try to distinguish cases where they feel that there is a definite error from those where it may be felt preferable to do something different.

A common difficulty is that key information is missing from a manuscript. The reviewer should point out the deficiencies, and request that the authors rectify the omissions. Quite often this can reveal new problems, occasionally fatal ones, which is one of the main reasons for the reviewer to see the revised manuscript. At the BMJ statistical referees are asked to say if they wish to see a revision, if there is one.

Should the reviewer express an opinion about whether the editor should accept or reject the paper? Some journals expressly ask reviewers, including statisticians, to indicate whether they think that the paper should be accepted. As I have indicated, I do not think that this is in general the role of the reviewer. However, there are occasions when I feel strongly that a paper should be rejected. In such cases I draw attention to this opinion and the reasons for it in a covering letter to the editor. The editors of one journal noted that ‘Biomedical statisticians … probably come nearest to having the veto on the publication of a paper …’. While rejection may be suggested because of fatal methodological flaws, I have occasionally encountered dishonesty, such as failing to mention that most or all of the results have been published already, or changing some important aspect of the stated design in comparison with an earlier paper. Such behaviour is unacceptable. Very occasionally the reviewer may encounter results that suggest outright fraud. Such suspicions should naturally be discussed with the editor.

The BMJ published two check-lists for statistical referees to use. They should also be useful for authors and editors. Table VI shows a summary of 100 check-lists I completed for papers refereed for the BMJ during 1991–1993. There was clearly considerable room for improvement, but I felt that only one paper was unsalvageable, to use the term of Schor and Karten.

I have discussed many issues, but there are many troublesome questions about refereeing for which there are no simple answers. These include:

(i) How much of a purist should the referee be (especially if it is unlikely that the ‘correct’ analysis will alter the findings)?
(ii) How much detail should the referee require of highly complex analyses that would not be understood by most readers?
Table VI. Summary of check-lists for 100 consecutive papers (excluding controlled trials) reviewed for the British Medical Journal (‘not relevant’ or missing answers are excluded)

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>Unclear</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective clear?</td>
<td>83</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Appropriate study design?</td>
<td>72</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td>Source of subjects?</td>
<td>83</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Sample size calculation?</td>
<td>0</td>
<td>0</td>
<td>63</td>
</tr>
<tr>
<td>Satisfactory response rate?</td>
<td>49</td>
<td>23</td>
<td>2</td>
</tr>
<tr>
<td>Methods described adequately?</td>
<td>47</td>
<td>—</td>
<td>53</td>
</tr>
<tr>
<td>Statistical analyses appropriate?</td>
<td>41</td>
<td>37</td>
<td>22</td>
</tr>
<tr>
<td>Statistical presentation satisfactory?</td>
<td>14</td>
<td>—</td>
<td>86</td>
</tr>
<tr>
<td>Confidence intervals given?</td>
<td>51</td>
<td>—</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>(+8*)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conclusions justified?</td>
<td>40</td>
<td>49</td>
<td>11</td>
</tr>
<tr>
<td>Paper statistically acceptable?</td>
<td>4</td>
<td>—</td>
<td>96</td>
</tr>
<tr>
<td>If not could it become acceptable?</td>
<td>89</td>
<td>6</td>
<td>1</td>
</tr>
</tbody>
</table>

*Confidence intervals given inappropriately

(iii) Should the referee take account of the expectation that the authors have no access to expert statistical help? If so, how?

(iv) How should the referee deal with papers using methods that are (widely) used by other statisticians but which he/she does not approve of?

(v) When is a definite error a fatal flaw?

The reviewer will need to address such questions as best they can when they arise.

CONCLUDING REMARKS

Some years ago I encountered a very thought-provoking (unpublished) quotation attributed to Michael Healy:

‘The difference between medical research and agricultural research is that medical research is done by doctors but agricultural research is not done by farmers.’

While we cannot assume that all agricultural research is impeccable, there seems little doubt that many of the ills of the medical literature are due to the fact that much medical research is carried out by clinicians with little training in research methods, primarily as a career necessity. There is clear evidence of the harmful effects of this situation, but no evidence of any initiatives which will make any impact.19

The absence of professional researchers in so much medical research points to a clear need for statisticians to be involved in research at some stage. As numerous statisticians have pointed out over the past 60 years at least, the earlier the involvement the better.37

Most statistical errors are probably relatively unimportant, but some can have a major bearing on the validity of a study, especially errors in design. Further exploration of the nature of statistical errors, their causes and possible remedies are considered elsewhere.2,3,38
To what extent can and should journals intervene to try to stop bad research getting published? The most obvious way is by using statistical referees to assess the quality of submitted manuscripts. The aims here are to avoid publishing studies which are unsound or unreliable and to improve as far as is practicable the quality of the papers which are published. As I have discussed, the assessment of quality is a highly subjective affair, and all authors will be familiar with the differences of opinion between reviewers of the same manuscript. Despite its evident shortcomings, I believe that statistical review is a valuable part of the publication system.

As Finney has recently noted, there is very little published on the role of the statistical referee. Exceptions are papers by Vaisrub and Murray, although the latter, despite its title, is more a review of errors encountered than comments on the nature of reviewing a manuscript. As is probably clear from the preceding material, refereeing papers is not easy, yet statisticians can expect little or no training in this role. However, refereeing is a form of critical appraisal, and this is an especially important skill for a statistician. Reviewing manuscripts can thus be educational, and I would recommend people to try it if they get the opportunity. However, it can be very time-consuming and may not be especially rewarding unless one is actually interested in the papers (which may well not be the case).

Refereeing may be getting harder. Papers are likely to include much more statistical material than previously, and new techniques continue to be developed and absorbed into medical research. These can pose considerable difficulties for reviewers. Some more or less recent statistical techniques include: the bootstrap; Gibbs sampling; generalized additive models; classification and regression trees; generalized estimating equations; multi-level models; and neural networks. Not only may a paper describe unfamiliar methods, these may be described in inadequate detail to judge if their use was appropriate.

Statistical reviewing seems like an area needing research. There has been very little research into the benefits of statistical review, and none that I know of relating to the manner in which statistical review is carried out. More importantly, perhaps, research is needed into how best to improve the quality of papers submitted to medical journals and indeed improve the quality of the research itself. To this end some journals try to influence the quality of submissions. Most obviously, many journals include some statistical issues in their instructions to authors. When I reviewed many of these some years ago I found that most such sections were very brief. They included some rather surprising statements, and some suggestions that were, to say the least, opaque. Two examples of the latter type are:

‘When possible give the range, SD (standard deviation) or ME (mean error), and significance of differences between numerical values.’
‘To aid in the review process, include the statistical worksheet (not for publication), if applicable.’

Many, though were quite sensible, including:

‘Authors should beware of placing undue emphasis on secondary analyses, especially when they were suggested by an inspection of the data.’
‘Error bars should not be used to represent SEM etc. – bars in graphs and histograms should represent 95 per cent confidence intervals.’
‘The decision to publish is not based on the direction of the results.’

If authors read the instructions to authors and took heed of them, the task of the reviewer would be eased. However, personal experience suggests that many authors do neither of these things.
Occasional submissions come from authors who seem never to have seen a copy of the journal let alone its instructions for submission.

Statistical guidelines are another way in which journals can try to influence the quality of papers submitted. Some general guidelines have been published.\textsuperscript{40–42} Many published guidelines have focused on specific areas, for example clinical trials (for example, Grant\textsuperscript{43}). The most recent example is the CONSORT statement,\textsuperscript{44} which is unique in being ‘adopted’ by over 70 journals by the end of 1997. Here adoption implies that journals require authors to comply with the recommendations for reporting trials. This status may at least partly reflect the fact that, unusually, journal editors were among the authors, but it probably also relates to the widespread recognition that the reporting of controlled trials is generally inadequate for those carrying out systematic reviews. Similar publications covering other study designs are likely in coming years.

Some journals have adopted the earlier suggestion\textsuperscript{45} that authors are required to complete a check-list when they submit their paper, indicating that the CONSORT requirements have been met and where each item can be found. This principle could usefully be extended to all types of study, with authors required to complete a check-list to show that they had dealt with certain aspects of statistics, such as specifying all the methods used, providing confidence intervals, and so on.

Reviewing manuscripts is only one of many ways in which statisticians can help medical journals. Other aspects include:

(i) helping to formulate journal policy;
(ii) auditing the quality of statistics in published papers (generally and in specific areas);
(iii) helping to produce statistical guidelines or check-lists for authors;
(iv) educating editors;
(v) providing explanatory statistical comments on published papers/letters;
(vi) writing expository articles about statistical matters.

Interaction with journals in this way can be highly rewarding, especially when working with one journal over many years.

As a final comment, I would summarize reviewing medical papers as difficult, time-consuming, sometimes interesting, sometimes boring, appreciated by journals, appreciated by authors (but perhaps not appreciated by employers), usually unpaid, occasionally frustrating, and educational. Many journals are desperate for expert statistical help. I recommend statisticians to try it.
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