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Confounding is examined from first principles. In follow-up studies a confounder is a predictor of diagnosing the illness—by being either a risk indicator or a determinant of diagnostic errors; in addition, it shows different distributions between the exposed and nonexposed series. In case-referent studies confounding can arise in two ways. A priori confounders are correlates of exposure in the joint source population of cases and reference subjects; also, they are determinants of diagnosing the illness or have different selection implications between cases and referents. In addition, factors bearing on the accuracy of exposure information are confounders if distributed differently between cases and referents. Criteria based singularly on relationships in the data can be misleading. Similarly, a change in the estimate and even a change in the parameter as a result of control is not a criterion rooted in first principles of confounding and can lead to a false conclusion.
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In epidemiologic research directed to the effect of a particular exposure on the risk of developing a particular illness, a central problem is the need to consider extraneous factors that might be explanatory, partially or totally, of the magnitude of the estimate of the effect. An understanding of the nature of such factors, referred to as "confounders" or "confounding factors," is thus essential to study design and data analysis—and finally to the interpretation of the resulting estimates.

Epidemiologic literature on confounding, still very scanty, appears to echo a few basic principles. In the detection of confounding it is commonplace to use the data-based criterion that control of the extraneous factor changes the estimate of effect (1-4). An alternative to this is that the extraneous factor be associated, in the data, with both the exposure and the illness (1-9). Insofar as there is any a priori aspect to the prevailing criteria for confounders, it is that confounders must be risk indicators for the illness (i.e., determinants, causal or noncausal, of the health state at issue). With this constraint, confounders are taken to be a subset of known risk indicators for the illness in question—that subset which meets the data-based criterion used (4, 8).

In none of the literature that we are familiar with is any distinction made between follow-up and prevalence studies on the one hand and case-referent (case-control) studies on the other.

In this paper we outline our current insights into the nature and manifestations
of confounding, different in some important ways from those previously presented. To a large extent these new views have arisen inductively from the examination of particular problems, and this inductive approach will be followed in this presentation as well in that the proposed principles are introduced by the use of particular examples.

Confoundning in follow-up studies

Example 1. One of the findings of the University Group Diabetes Program—a randomized clinical trial—was an excess of coronary heart disease mortality among users of tolbutamide (a drug used for the reduction of blood glucose level) when compared with placebo users (10). In the context of considering possible causal interpretations of this observation it was pointed out that, by chance or otherwise, the tolbutamide series might be of higher risk in terms of its distribution by familiar coronary heart disease risk indicators than the group given the placebo, so that "one would expect to see more cardiovascular deaths" in this series (11). This concern led to a comparison of the distributions of risk indicators between the two series and, where differences were found, an exploration of the magnitude of their confounding impact in terms of estimates derived by the use of stratification and multivariate analysis (12). Had there been errors of diagnosing coronary heart disease deaths dependent on a covariate (such as physician identity) and had this factor had different distributions between the compared series, this factor, too, would have had to be controlled (8).

Example 2. Suppose that in Example 1 the tolbutamide series was older (on account of chance) than the placebo series. Suppose further that, contrary to expectation, age failed to show any association with coronary heart disease mortality in the data (within either treatment group) and that, as a result, the usual statistical control of age did not change the estimate of the tolbutamide effect. Nevertheless, part of the excess coronary heart disease mortality among tolbutamide users would have been attributable to the age difference: despite the lack of a relationship between coronary heart disease mortality and age within the study experience, one would expect the placebo series to have shown a higher mortality had its follow-up started at a later age, comparable in distribution to that in the tolbutamide series. (For elaboration of the subtleties here, see Appendix 1.)

These examples illustrate the nature of confounders in follow-up studies in general. As is well known, they are predictors (determinants) of diagnosing the illness—by being either risk indicators or determinants of diagnostic errors—in the type of setting represented by the study. It is worthy of emphasis that it is this predictive tendency (an a priori property) that is relevant rather than its manifestation in the data at hand (cf. Example 2). It is equally well known that a determinant of the (empirical) outcome is a confounder only if the exposed and nonexposed subjects in the study show different distributions by this factor, for whatever reason (13).

What is not well known is that this outlook on confounding can come in conflict with the one based on the consequence of control.

Example 3. Consider a follow-up study with identical distributions by gender among the exposed and nonexposed, so that there can be no confounding by this characteristic according to the above principles. Suppose the data, with gender ignored, are as presented in panel A of table 1. Presuming no confounding by gender, the estimates for illness odds for the exposed and nonexposed may be computed as 104/96 and 96/104, respectively, leading to the odds ratio estimate of (104/96)/(96/104) = 1.2. Consistent with this, the data, when stratified by gender (despite the identity of distributions by
this characteristic), could be as shown in panel B of table 1; the estimates for both strata equal 5.2. Thus, even though gender should not be a confounder, its control changes (dramatically) the value of the estimate (and the parameter) of effect. It is of added note that the risk difference estimate remains unchanged upon stratification in this example, while the stratum-specific risk ratio estimates straddle the crude one. Thus, an added dilemma arising from the change-in-estimate (or parameter) criterion is whether confounding is to be defined differently for different parameters.

In the face of this conflict the conventional view is, we believe, that confounding is present whenever the parameter-value that corresponds to the control of the covariate differs from the ("crude") value without such control (14)—a view that makes confounding dependent on the type of parameter considered (cf. Example 3). We believe that the change-in-estimate (or parameter) criterion for confounding is not a derivative of tenable first principles, and that it can lead to false conclusions, as will be discussed in a later section. As for the above example, it is our view that it does not illustrate confounding but modification, specifically the peculiarity and subtlety of the odds ratio (OR) parameter relative to risk difference (RD) and risk ratio (RR) in the context of modification. Consider the situation in which the exposed and nonexposed have identical distributions by the covariate, so that confounding is absent by the criteria involving its relationship to exposure and illness. If the covariate is not a modifier of RD in the usual sense, i.e., if the value of RD is the same at all categories of the covariate, then the crude RD equals the value specific to each category of the covariate (cf. Example 3). An analogous statement applies to RR, but not to OR (cf. Example 3). An interpretation of this in terms of modification requires expansion of the concept of modification: a parameter may be modified according to category of the covariate (prevailing view (8)) and/or according to the distribution of the covariate. In these terms it may be said that if, in the absence of confounding by the covariate, RD or RR are not modified by category of the covariate, they are not modified by its distribution either; by contrast, OR unmodified by category can be modified by distribution (cf. Example 3). When, in the absence of confounding, RD and/or RR are modified by category of the covariate, they, too, are modified by distribution. Thus, with the overall gender-distribution in Example 3, the unconfounded RR is \( \frac{104}{200} \div \frac{96}{200} = 1.08 \), whereas with distribution shifting toward the female gender it would approach the female-specific value of \( \frac{5}{100} \div \frac{1}{100} = 5.0 \). In seeking to internalize this it is important to bear in mind that RR and OR must be thought of as functions of the average risks for the exposed \( (R_1) \) and
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* Equal distribution implies no confounding by gender.
nonexposed \((R_0)\), respectively, and not as averages of individual RR or OR values. For, conditionally on a most profound determinant of risk, both risks take on the values of unity or zero only, so that RR is either 1, 0, infinity or undefined, while OR is infinity, zero, or undefined.

The above criteria for confounding in follow-up studies require some refinement. First, a confounder is a determinant of the (empirical) outcome specifically on the null hypothesis or, equivalently, among the nonexposed (since risk indicator status among the exposed could result from modification by the potential confounder) (8). Furthermore, the relatedness of the confounder to both exposure and to the (empirical) health outcome at issue must hold conditionally on all other factors being controlled (8, 15). Finally a set of factors which singly satisfy these criteria, including the conditionality aspect, may in the aggregate result in no confounding: the individual confounding effects may cancel each other, i.e., the risk function involving all the covariates (1) may be identically distributed between the exposed and nonexposed (16).

**CONFUSING IN CASE-REFERENT STUDIES**

**Example 4.** Consider again Example 1 but now with a hypothetical case-referent study within the University Group Diabetes Program cohort, using all the cases and a simple random sample of the noncases. If it were known only that predictors of (diagnosing) coronary heart disease had no tendency to become associated with tolbutamide use (because of the randomization), it would be proper to infer absence of confounding. On the other hand, if it were known that, despite the randomization, certain determinants of (diagnosing) coronary heart disease death showed different distributions between the tolbutamide and placebo cohorts, these factors would be confounders, just as in Example 1. Throughout, the issue is association with exposure in the joint source population from which both cases and reference subjects arose, rather than among the cases and/or referents themselves.

**Example 5.** Consider a case-referent study on the effect of non-O blood group on the risk of developing coronary heart disease. Suppose the cases are “representative” of all cases, and thus show a predominance of males (reflecting the gender effect on the risk of coronary heart disease) while the reference series, being “representative” of the source population of cases (the candidate population), contains equal numbers of males and females. This difference in gender distribution is of consequence only insofar as gender has some connection with blood group distribution. In point of fact, it is known in a priori terms that there is no such relationship, and thus a reference series which is 50 per cent male is interchangeable with one that shows a predominance of males, so that gender is not to be regarded as a confounder in this example (17).

**Example 6.** Consider a case-referent study on the effect of smoking on the risk of lung cancer among uranium miners. The study protocol would of course stipulate that the case series derive from the occupational population at issue. Suppose that the reference series represents another occupational group. If there is no difference in smoking habits between the occupations involved, i.e., in the exposure patterns of the respective source populations of cases and reference subjects, then the reference series is interchangeable with one drawn from the source population of the cases, so that occupation is not a confounder; otherwise, it is.

These examples illustrate a first—singularly a priori—type of confounding in case-referent studies. The factors at issue are correlates of the (empirical/knowable) exposure in the joint source of cases and referents. (The source of cases is
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the same as that of the referents in Examples 4 and 5, but in Example 6 the joint source is the union of the source populations for cases and referents, respectively.) In addition, these factors satisfy the illness-relationship of confounders in one (or both) of two ways: they are predictors of diagnosing the illness and/or they have different selection-implications between cases and referents (18).

Example 7. Expanding on Example 5, parental blood group is a determinant of each person's blood group in the source population and thus satisfies the exposure-relationship of an a priori confounder in this example. It does not, however, satisfy either one of the above criteria for the illness-relationship of such a confounder: parental blood group is not a determinant of coronary heart disease or its diagnosis (on the null hypothesis), and it had no implications for subject selection. But suppose that the compared series nevertheless show different proportions of parents with non-O blood group. This observed difference between the compared series might lead one to be concerned with the possibility of parental blood group being a confounder after all. However, as long as one is prepared to see a difference in blood group distribution between cases of coronary heart disease and reference subjects, one must also be prepared to see different distributions for all correlates of blood group, such as parental blood group. Controlling for such correlates would result in undue reduction in the variation of the exposure and thereby obscure the manifestation of its effect. For example, in the domain where all parents show blood group O, both of the compared series will show a 100 percent prevalence of blood group O, supplying no information on the effect of interest.

Example 8. Consider again the case-referent study described in Example 6. Presumably the case series would show a higher prevalence of various correlates of cigarette smoking such as history of smoking among family members and habitual match-carrying. Such differences would not tend to occur on the null hypothesis, as they are simply a manifestation of the role of cigarette smoking as a cause of lung cancer. Thus, the observation of a difference between the compared series in terms of the distribution of such correlates is no basis for inferring confounding—as long as these characteristics are not indicators of the risk of the illness (or determinants of its diagnosis) independent of the exposure and have no differential implications on the selection of cases and reference subjects.

These latter two examples illustrate the principle, generally unappreciated, that a correlate of exposure (in the joint source population) is not an actual confounder by virtue of a difference in its distribution between cases and reference subjects, i.e., that the illness-relationship of an a priori confounder cannot be viewed in terms of comparing the distributions of cases and referents.

Example 9. Consider again Example 6, but suppose now that the reference series had been matched to the cases with regard to match-carrying. Matching on this factor would have the tendency of making the smoking rate among the reference subjects similar to that of the cases—as a consequence of leading to identity of the distribution of the index and reference series according to this factor. This would be distortive of the value of the effect measure (were match-carrying not properly allowed for in the analysis); in other words, matching on the history of match-carrying would make this correlate of exposure an actual confounder.

This example does not bring up any further principle. It only serves to illustrate two (seemingly novel) principles already considered. First, it shows that matching can satisfy the illness-relationship so as to make a source-correlate of exposure a confounder in case-referent...
studies—because a matching factor has different selection implications for cases and reference subjects (it has implications on the selection of reference subjects only). Second, it underscores the principle that relative distributions of cases and referents do not constitute a criterion for confounding by a source-correlate of exposure in case-referent studies.

Example 10. Consider a case-referent study of coronary heart disease in relation to exercise and smoking, with the history of exposure elucidated by interview. Suppose some of the cases are deceased at the time of potential interview, so that the information is obtained from the next of kin, while all reference subjects are alive and interviewed directly (19, 20); and suppose, too, that the cases are interviewed by the investigator himself while the reference subjects are interviewed by his assistants (19, 20). In the analysis of the data—or at least in the inference stage—there is a need to make allowance for the differences between the index and reference series in terms of the types of informant and interviewer, i.e., to treat these information factors within the study as confounders (19, 20).

This example indicates that in case-referent studies there is a second type of confounding, one that is not based on correlates of (knowable) exposure in the joint source population of cases and referents (Examples 4-6) but on study procedures that bear on the accuracy of information on exposure. Such accuracy-related aspects of exposure-ascertainment are confounders if they are distributed differently between the index (case) and reference series.

**Analogies and differences between follow-up and case-referent studies**

In the above, criteria for confounding have been explored separately for follow-up and case-referent studies. For each type of study the criteria involve two components. One refers to the covariate's relationship to (observing) the illness and the other to its relationship to (observing) the exposure. The particulars of these relationships as criteria for confounding, as presented, may seem to be inconsistent between the two types of study. Thus, a comparative review may be called for.

The illness-related criterion for confounding in a follow-up study—that the covariate be a predictor of observing the illness—refers to a general tendency, a relationship in the abstract, and not to a relationship in the data at hand. It is a matter of complete analogy, then, that in case-referent studies the same abstract relatedness satisfies the illness criterion for an a priori confounder, while a difference between the distributions of the cases and noncases within the study does not.

That there is an alternative outcome-related a priori criterion in case-referent studies only—the covariate having differential selection implications between cases and noncases—reflects the fact that selectiveness by a covariate differing according to the health outcome can be a design feature in case-referent studies only. In follow-up studies the selection, while it may be related to determinants of outcome, is inherently independent of the outcome itself, as it is performed before the outcome is known.

A confounder's relationship to the exposure in a follow-up study is completely a matter of the data at hand: a confounder must show a difference in distribution between the exposed and nonexposed subjects within the study. Thus, in a follow-up study a confounder is associated with exposure in the population from which all cases and noncases observed in the study arise. This is exactly the exposure-related criterion that was given for a priori confounding in case-referent studies. The reason why the application of this criterion in a case-referent study necessarily involves a priori knowledge is
that, in contrast to a follow-up study, the joint source population of cases and non-cases is not studied in toto.

Matching in a follow-up study makes the covariate uncorrelated with exposure in the total study cohort of exposed and nonexposed subjects enrolled in the study, i.e., in the population from which the ultimate cases and noncases in the study arise. Thus, in a follow-up study matching assures that the exposure-criterion for confounding will not be satisfied. In a case-referent study, by contrast, it does not have the implication of making the covariate uncorrelated with exposure in the base population but constitutes, instead, a criterion of differential selection according to the health outcome among the members of the source population. It is a consequence of this that in case-referent studies matching gives no assurance about absence of confounding but is, instead, conducive to it.

The second type of confounding in case-referent studies—by outcome-associated factors of exposure-ascertainment—has no express counterpart in follow-up studies, because, in the latter, exposure status is ascertained before the outcome is known. On the other hand, there is an analogy in the sense that in both types of study a determinant of errors in the comparison criterion is a confounder if it has different distributions between the index and reference series (cf. Examples 1 and 10).

**Problems with the change-in-estimate criterion**

As was already noted, a commonly employed criterion for confounding in data-analysis is that control of the extraneous factor—by stratification or by a multivariate technic—changes the estimate of effect. Both methods of control are (and as a result the criterion itself is) totally dependent on the data at hand.

One mechanism by which such a criterion can lead to a false conclusion about confounding, related to the choice of the effect parameter, was already discussed (see Example 3.).

A second mechanism—rather peculiar to case-referent studies—for malfunctioning of this criterion has to do with variation among the stratum-specific estimates of the effect parameter of interest: control of the covariate can result—or fail to result—in a change in the estimate by virtue of a change in the relative "weightings" of the different stratum-specific estimates implied by the control—relative to the "weightings" inherent in the crude estimate.

**Example 11.** As an illustration of this, consider a case-referent study on the use of a particular drug, \(D_1\), as a potential cause of agranulocytosis, a blood dyscrasia mostly caused by drugs, with concern about (the union of) known causal factors, \(D_2\), as a possible confounding factor. Suppose the data, with \(D_2\) ignored, are as presented in panel A of table 2, with the corresponding estimate for incidence-density ratio equal to 3.0 (21). If exposure to \(D_1\) is not correlated with exposure to \(D_2\) in the joint source population of cases and referents, then \(D_2\) is not a confounder (in the a priori sense). Consistent with this, the data, when stratified by exposure to \(D_2\), could be as shown in panel B of table 2, with estimates of 1.5 and 9.0 for the domains of nonidiopathic \((D_2+)\) and idiopathic \((D_2-)\) agranulocytosis, respectively. The maximum likelihood estimate for the overall incidence density ratio (ignoring modification, as usual) is 7.5, differing substantially from the crude estimate and, thus, giving a false indication of confounding. (Where control changes the estimate/parameter on account of appreciable modification, it may be unadvisable to consider an overall measure of effect, even if unconfounded, in contrast to measures specific to levels/categories of the covariate—an issue that falls outside the concerns in this paper.)
TABLE 2

Hypothetical case-referent data for Example 11, together with estimates for the incidence density ratio (IDR), illustrating that, particularly in case-referent studies, modification can cause malfunction of the change-in-estimate criterion of confounding

<table>
<thead>
<tr>
<th></th>
<th>Cases</th>
<th>Referents</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>A) Unstratified data (unconfounded by exposure to other causes, D_1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_1+</td>
<td>25</td>
<td>10</td>
<td>100</td>
</tr>
<tr>
<td>D_1-</td>
<td>75</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>IDR</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B) Data stratified by exposure to other causes, D_2 (a modifier of IDR)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D_2+</td>
<td>10</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>D_2-</td>
<td>9</td>
<td>90</td>
<td>99</td>
</tr>
<tr>
<td>IDR</td>
<td>1.5</td>
<td>9.0</td>
<td>10.5</td>
</tr>
<tr>
<td>Overall IDR</td>
<td>7.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* D_1 and D_2 uncorrelated in the joint source of cases and referents.
† IDR_{ML} = maximum likelihood estimate for IDR.

Yet another mechanism by which the change-in-estimate criterion can result in a false conclusion about confounding is based on chance elements in the association in the data between the covariate and the illness in follow-up studies or the covariate and the exposure in case-referent studies. (This problem is, of course, shared by the alternative criterion when based singularly on associations in the data in place of firm a priori knowledge.) It persists even when only "statistically significant" associations are used as the criteria (1, 3, 8, 13). In particular, "nonsignificance" constitutes little assurance about the absence of the associations at issue.

**EPILOGUE**

In the above, confounding has been examined with reference to data-analysis and inference rather than with a view to study design (to say nothing about Nature at large). The reason for this is that confounding in its ultimate essence is a problem with a particular estimate—a question of whether the magnitude of the estimate at hand could be explained in terms of some extraneous factor. This view is, we believe, shared by epidemiologists in general. In this sense, **confounding bias** in an estimate, as has been discussed in the above, may result from confounding in the study (or source) population per se, from the covariate's relationship to the way the population was sampled and/or from errors of observation associated with the covariate.

By "extraneous factor" is meant something other than the exposure or the illness—a characteristic of the study subjects or of the process of securing information on them.

"Explanation" by such a factor cannot refer to anything mechanistic—such as change in the value of the estimate as a result of control. Instead, "explanation" has to do with understanding, and this is inherently dependent on a priori knowledge. We have seen that each criterion of confounding involves a priori knowledge of the covariate's relationship to observing the illness and/or the exposure—knowledge that has to do with Nature per se, the setting in which the study is conducted, and/or the study protocol and related issues. (For subtleties on this, see Appendix 1.)

Not all explanation by a covariate is considered confounding. Thus, an unusually strong association between coronary heart disease risk and smoking may be explicable in terms of the study having been restricted to the domain of young people (22), and this is an explanation in terms of modification (8) instead of confounding: the distribution of modifiers within the study implies the target (unconfounded) value for the measure of effect, while confounding serves to explain the estimate's deviation from that target. Even the explanation of a discrepancy be-
tween such a target value and its estimate (in terms of an extraneous factor) is not necessarily confounding. For example, the empirical association between coronary heart disease risk and smoking may be much weaker than the target (theoretical) association on account of the study having been confined to a domain characterized by substantial misclassification as to the illness and/or the exposure. These two examples underscore a special feature of explanation in terms of confounding: it implies a need and desire to replace the "crude" estimate of effect by one that has been adjusted for the covariate at issue—so as to better represent the manifest aggregate effect in the type of setting actually studied (defined in terms of modifiers and determinants of accuracy of information).

This connection between confounding and adjustment helps explain why the criterion of change in estimate as a result of "control" of the covariate is so widely used as a criterion for confounding. However, correct application of the latter criterion requires that it be based on a comparison of the actual crude estimate with a particular kind of adjusted estimate—one that does not lose sight of confounding being a completely ad hoc problem in the sense just described (23). The observed number of exposed cases (O) and its null value (E) have this focus—their difference being the (estimated) number of cases attributable to the exposure in the particular framework of the study. Both measures (O and E) refer to the index series, since exposed cases occur in the index series only (the reference series serving the estimation of E). These measures, together with the size (S1) of the index series, are sufficient for the expression of all desired measures of effect in the ad hoc sense that is of concern here. Thus, in a follow-up study, the estimate for rate difference is RDIFF = (O - E)/S1; for rate ratio it is O/E, and for illness odds ratio it is [O/(S1 - O)]/[E/(S1 - E)]. In a crude estimate, E is computed on the basis of the crude overall observation in the reference series, and for the purpose of detecting confounding this crude result must be compared with the adjusted result which employs the same O but an adjusted E—one which takes account of potential lack of direct comparability of the reference series in terms of the covariate at issue.

Example 12. As an illustration of this, consider again the "data" in table 1. The observed number of exposed cases (O) is 104. The crude estimate of the corresponding null-expected number (E) is, from Panel A, (96/200)200 = 96. The corresponding adjusted E is the sum of the gender-specific values: E = (95/100)100 + (1/100)100 = 96. Thus, the crude and the adjusted estimates of the odds ratio are the same, equal to [104/(200 - 104)]/[96/(200 - 96)] = 1.2, indicating no confounding (cf. Example 3).

Example 13. As an illustration of this principle in the context of a case-referent study, consider again the "data" in table 2. The observed number of exposed cases is 25. The crude estimate of the corresponding null-expected value is (23) 75(10)/90 = 8.33—not (10/100)100 = 10.00. The E adjusted for other causes is 60(1)/9 + 15(9)81, which equals the crude E of 8.33. Consequently, the rate ratio estimate, O/E, is 25/8.33 = 3.0 in both crude and adjusted terms (internally standardized terms, with the exposed in the source population as the standard (24)). This lack of change from the crude estimate to the adjusted estimate, computed properly for the detection of confounding, again indicates lack of confounding (cf. Example 11).

In these terms, the general topic of confounding seems to be gaining coherence. Confounding is a question of whether the crude estimate of effect—based on the observed and (estimated) expected number of exposed cases—is an adequate estimate of the overall effect under the conditions
of the study (regarding modifiers and factors bearing on accuracy of information); more specifically, confounding means that an adjustment of (the estimate of) the expected number for lack of comparability of the reference series is needed. This outlook disposes of any conflict between the two types of criteria for confounding—one based on the covariate’s relationships to exposure and illness, and the other on the change in estimate (or parameter) as a result of control of (adjustment for) the covariate. Secondarily, it becomes clear that confounding does not have different criteria according to what parameter is being estimated.

The thought patterns involved in the detection of confounding were shown to be different between follow-up (and prevalence) studies on one hand and case-referent studies on the other. Yet, in the discussion in an earlier section they were already found to be mutually coherent, and the outlook in this section reinforces that conclusion.
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Appendix 1
Prior information versus data
In the context of a confounder’s relationship to the health outcome, the relative roles of prior information on one hand and the data from the study at issue on the other involve subtlety beyond what is evident from Example 2.

Consider the "null outcomes" in the study population, say in the subjects in a clinical trial. For the nonexposed, they are the actual outcomes, whereas for the exposed they are the hypothetical outcomes that would have materialized had the exposure had no effect. If it were known that in the study population, combining the exposed and nonexposed, a covariate is associated with this null outcome and also with the exposure, it would be concluded that the covariate is a confounder—regardless of whether the
covariate tends to have these associations in general.

Example A. Extending Example 2, suppose that the null outcomes regarding coronary mortality were known for the tolbutamide series just as they actually became known for the placebo series. Suppose further that, in the two series combined, there was no relationship between the null outcome and age. It would be concluded that, even with different age-distributions between the two series, age would not be a confounder in the study. That the null outcome would tend to be related to age in general would be irrelevant in the face of this knowledge about the study population at issue. On the other hand, knowing only that the actual outcomes are unrelated to age does not mean that the null outcomes are, owing to the possibility that the effect of tolbutamide is modified by age (8).

Example B. Extending Example 2 further, suppose the result from a random-number generator was recorded for each patient, and that this (truly) random variate turned out to be associated with the null outcome and also with the exposure. This would have meant that the random number was a confounder, even though the generator has no value in predicting coronary mortality.

Thinking of confounding in terms of the necessary analysis-of-covariance allowance for the covariate under the simplest possible model, the question is what coefficient should be used for the covariate. For example, in the context of no confounding the coefficient should be set to zero. Let

\[ \beta = \text{coefficient obtained by fitting in the nonexposed cohort (e.g., the placebo series in a clinical trial), and} \]
\[ \beta^* = \text{coefficient that would be obtained by fitting in the total cohort, with null outcomes for the exposed as well as the nonexposed.} \]
\[ \beta = \text{coefficient that represents "the true value" in general (such as } \beta = 0 \text{ for the result from a random-number generator).} \]

The ideal adjustment involves \( \hat{\beta}^* \) rather than \( \hat{\beta} \) or \( \beta \), as has been discussed in the above. The practical question is how to infer \( \hat{\beta}^* \) in the face of the data and whatever may be known about \( \beta \) apart from the data at hand. We have no general answer to this question.