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Abstract. A translation of the totality of Poisson's own 1837 discussion of the Poisson distribution is presented, and its relation 
to earlier work of De Moivre is briefly noted. 

Keyword. Poisson distribution. 

Simeon Denis Poisson (1781-1840) wrote widely 
on mathematics, mechanics, physics and probabil- 
ity, but he is best known today through the dis- 
crete probability distribution which bears his name. 
Curiously, the Poisson distribution appears but 
once in all of Poisson's works, and then on but a 
single page (Haight, 1967, p. 113). This reference is 
on p. 206 of Poisson's 1837 book, Recherches sur la 
Probabilitb des Jugements en Matibre Criminelle et 
en Matibre Civile Prbcbdbes des Rbgles Gbnbrales 
du Calcul des Probabilitbs. The importance of the 
distribution today and the rarity of Poisson's book 
would seem to justify presenting a translation of 
that passage, together with sufficient other material 
to describe the context. The distribution appears 
in Chapter 3 as limit to the binomial. Actually, as 
will be seen below, Poisson derived the distribu- 
tion directly as an approximation to the negative 
binomial cumulative distribution. There is no indi- 
cation that he sensed the wide applicability of the 
distribution; rather, it was one of several ap- 
proximations and received no special comment. 
Poisson may thus be cited as exemplifying both an 
aphorism of Whitehead ("Everything of importance 
has been said before by somebody who did not 
discover i t"  (Merton, 1968, p. 1)) and the Law of 
Eponymy ("No scientific discovery is named after 
its original discoverer" (Stigler, 1980)). Paradoxi- 
cally, there are even stronger grounds for linking 
Poisson to the Cauchy distribution (Stigler, 1974). 

In the passage to follow, E and F are comple- 
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mentary events, p = P(E) ,  q = P (F) ,  p + q = 1, 
and/~ = m + n is the total number of trials. 

Section 73, pp. 189-1901. "I now return to the 
case where the chances p and q of the two events E 
and F are constant, and I shall consider the proba- 
bility that in a number/~ or m + n of trials, E will 
happen at least m times and F at most n times. 
This probability will be the sum of the first m 
terms in the development of ( p  + q)~, ordered in 
increasing powers of q; thus designating it by P we 
will have (Section 15)2 

p = p ~  + ~ p ~ - l q ~  /~(1._~21) p~-2q2 

+ - . -  + / z ( b t - - 1 ) " "  ( / z - - n + l )  
1 . 2 . 3  . . .  n pt, ,q , .  (8) 

In this form it is difficult to transform the proba- 
bility into an integral to which we can apply the 
method of Section 67, when m and n are very large 
numbers. 3 We thus seek an alternative expression 

i All footnotes are supplied by the translator. 
2 Poisson had presented this same expression for the cumula- 

tive binomial distribution earlier in his book, in Section 15, 
on p. 54. 

3 In Section 67 (pp. 173-175) Poisson had first replaced 1-2.3 
• - - n  by the complete gamma integral; then, supposing n 
large, approximated the integrand by a multiple of a normal 
density, and by expanding the coefficient of this density in a 
series he proceeded to derive Stirling's formula. 
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for P that is better suited to this aim. 
We may also describe the composi te  event we 

are concerned with as that where F does not 
happen more  than n times in the/x trials. I shall 
call this event G. It can be seen to occur in any of  
the following n + 1 cases: 

Case 1. The first m trials all result in the event 
E;  because then there only remain / ~ - m  or n 
trials, which cannot  produce F more than n times. 
The probabili ty of  this first case is pro. 

Case 2. The first m +  1 trials produce E m 
times and F once, without F occurring last, or  this 
second case would reduce to the first. I t  is evident 
that the following n -  1 trials cannot  produce F 
more  than n -  1 times, and thus this event cannot  
happen more than n times in the totality of  the 
trials. The probabil i ty of  the occurrence of  E m 
times and F once in a specified position is pmq, 
and since the specified position may be any of  the 
first m, it follows that the probabil i ty of  the sec- 
ond case favorable to G is mpmq. 

Case 3. The first m + 2  trials produce E m 
times and F twice, without F occurring last, or  this 
third case would reduce to one of the first two 
cases. The probabil i ty of the occurrence of  E m 
times and F twice, in specifie d positions, is pmq2. 
Taking two-by-two the first m 4. 1 positions for F, 
we have ½m(m + 1) different combinat ions;  the 
probabil i ty of  the third case favorable to G is 
therefore ½m(m + 1 ) p ' q  2. 

Cont inuing in this manner,  we will finally arrive 
at the (n + 1)st case, in which the/~ trials produce 
E m times and F n times, without F occurring in 
the last position, or this case would reduce to one 
of  the preceding cases; its probabili ty is 

m(m 4- 1)(m 4- 2 ) " "  (m 4- n - -  1) pmq~. 
1 . 2 . 3  . . . n  

These n 4. 1 cases being distinct from one another, 
and representing all the different ways in which 
the event G can occur, the complete probabil i ty 
will be the sum of their respective probabilities 
(Section 10)4 and we have 

P = p m [ l + m q + m ( m + l . 2  1 ) q 2 +  

4 Poisson had stated the law of total probability in Section 10, 
on p. 44. 

+ re(m+ 1 ) ( m + 2 ) q 3 + . . .  
1 . 2 . 3  

+re(m+ 1 ) ( m + 2 ) - . -  ( m + n - - 1 )  ] 
i -  2 - 3  n q" . (9) 

This expression 5 agrees with formula (8), but  has 
the advantage that it can be easily t ransformed to 
definite integrals whose numerical values can b'e 
calculated by the method of Section 67, to a better 
approximat ion when m and n are large numbers."  

Section 81, pp. 205-207.  " In  the preceding calcu- 
lation, we have excluded (Section 78)6 the case 
where one of the two chances p and q is very 
small; in consequence it remains to consider this 
case. 

I suppose that q is a very small fraction, or that 
the event F has a very weak probability. In a very 
large number  /~ of trials, the ratio n / #  of  the 
number  of  times F happens to the number  # will 
also be a very small fraction. Put t ing/ t  - n in place 
of  m in the formula (9), setting q/~ = 60, q----60//~, 
and then neglecting the fraction n/#, the quanti ty 
contained within the parentheses in this formula 
becomes 

602 603 

1 + 60 +-i-72-~ 1 - 2 . 3  ~- 

60n 
+ . . . +  

1 . 2 . 3  . . . n "  

At the same time, we will have 

p = 1 -- 60//~, 

p m =  (I -- 60//~)~(1 -- 60//1) -n.  

Here we can replace the first factor by the ex- 
ponential  e -~,  and the second by unity. Conse- 
quently, f rom formula (9) we will have, very nearly, 

Thus Poisson has reexpressed the upper tail cumulative bi- 
nomial probability (8) as a lower tail cumulative negative 
binomial probability (9). Actually, the form (9) is more 
thoroughly exploited in the omitted Sections 74-80 than in 
the derivation of the Poisson distribution we present. 

6 Sections 74-80 (pp. 190-205) have been concerned with 
asymptotic approximations to the probability P, including in 
Sections 78-80 a derivation of a normal approximation for 
the case where neither p nor q is 'very small'. 
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0) 2 0) 3 

P =  1 + c o + T ~ . 2  + 1.2------3 

con ) ~-'~ 

+ ' " +  1 . 2 . 3 . . . n  

for the probabil i ty that an event, whose chance on 
each trial is the very small fraction co/~t, will not  
happen more than n times in a large number  # of 
trials. 

In this case n - - 0 ,  this value of  P reduces to 
e-'~; there is therefore the probabil i ty e -'~ that the 
event we are concerned with will not  happen a 
single time in the /~ trials, and consequently the 
probabil i ty 1 -  e -~  that it will happen at least 
once, as we have already seen in Section 8.7 When 
n is not  a very small number,  the value of  P will 
differ very little f rom unity, as we may  see by 
writing the preceding expression in the form 

con+ 1 e-,O 
P = 1 - -  

1 . 2 . 3 . - -  ( n + l )  

( co2 t 
× l + ( n + 2 ) ÷  ( n + 2 ) ( n + 3 ) + " "  . 

If  we have, for example, to-- 1, and we suppose 
that  n = 10, the difference 1 - P will be nearly a 
hundred-mill ionth,  and it is then nearly certain 
that  an event whose very weak chance is 1//~ on 
each trial will not  happen more than 10 times in ~t 
trials." 

Poisson's derivation of  his distribution, was 
foreshadowed by an analysis, De  Moivre had pre- 
sented over a century earlier. In  a series of prob- 
lems in his book, The Doctrine of  Chances, De 
Moivre had sought (in Poisson's later notat ion) the 
value of /~ for which the P of  formula (8) or (9) 
was one-half, for various of  n. For  the case where 
p / ( 1  - p )  was "supposed infinite or pretty large in 

respect to unity", he had expressed the solution, 
for example for the case n -- 3, as given in terms of 
the root  of the equation 

z = log2  + log(1 + z + ½zz + ~z 3) 

where, in Poisson's notation, z =/~(1 - p ) / p  = o:. 

This equation can be seen to agree with 

½ : ( 1  + co +½co2 +~co3) e-,~, 

and some (e.g., Newbold,  1927, David, 1962, p. 
168) have felt the distribution should be attributed 
to De Moivre. It must  be admitted that Poisson 
added little to De Moivre 's  mathematical  ap- 
proximation,  with which he was quite familiar, 
a l though one would have to stretch the point  to 
claim the discrete distribution e - % : n / n !  is found 
in De  Moivre. The relevant port ion of  De Moivre 's  
work can be found as Problems 5 - 7  (pp. 14-21) of 
the first edition (1718), and in the recently re- 
printed second (1738) and third (1756) editions as 
Problems 3 -5  (pp. 32-42  of the second edition, 
pp. 36-46  of  the third edition). An  account  of  the 
subsequent history of  the distribution can be found 
in Chapter  9 of Haight  (1967), which, however, 
overlooks an early work of Simon Newcomb ' s  
where the distribution is suggested as a fit to data 
for perhaps the first time (Newcomb,  1860). 
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