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In this article we review published and some unpublished work in statistical analyses
of ROC curves. We describe both single and joint indices and indicate the
approaches that have been taken to consider between-reader variations and correla-
tions, within-reader variations, and variations and correlations between cases.

We then discuss in detail a single index, the TP ratio at a fixed FP ratio (desig-
nated TP,,), or the FP ratio at a fixed TP ratio (designated FPyp). We show how to
calculate confidence limits around any point on the curve; we further show, using the
conventional Dorfman and Alf program and the jackknifing technique, how to cal-
culate these confidence limits for multiple curves derived from the same sample of
patients. (Med Decis Making 4:137-150, 1984)

Over the past 20 years investigators have proposed a number of indices to
describe receiver operating characteristic (ROC) curves, and have developed
statistical techniques to compare two or more curves [1-3]. In this article we
will briefly review past work in this field and will indicate an approach to
dealing with the problem of comparing differences between two or more
ROC curves at a single operating point in either the true positive (TP) or
false positive (FP) dimension. We shall first review commonly used indices
and discuss their statistical evaluation for experiments with unpaired and
with paired designs.

Indices to Describe ROC Curves
AREA-RELATED MEASUREMENTS. Much recent work has involved the
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area under the ROC curve. When discrete rating data are used (e.g., 5-point
or 6-point rating scales for radiology imaging experiments), and when ROC
curves are assumed to be based on two underlying Gaussian distributions, a
maximum likelihood estimation program by Dorfman and Alf [4] can be
used to fit data points to a smooth curve and to derive thereby (along with
other indices) the area under this fitted curve and its associated standard
error. This area is designated A. and ranges in value from 0.0 to 1.0.

If the ROC curve is drawn by connecting the pairs of observed TP and
FP ratios, and if the trapezoidal areas are summed, the resulting non-
parametric area is designated P(A). The common availability of the Dorf-
man and Alf program, underestimation of the area, and undue dependence
on extreme points have decreased the use of the P(A) index for rating data.

When continuous data are available (as from chemistry laboratory tests,
white cell counts, individualized predictions from logistic regression or dis-
criminant analysis) and ROC curves are created, no assumptions on under-
lying distributions need be made to obtain area measurements. Instead,
Bamber’s recognition of the equivalence between the area under the ROC
curve and the Wilcoxon statistic W allows immediate and direct calculation
of W and hence the area [S]. Hanley and McNeil’s [6] derivation of a closed
form approximate expression for the standard error associated with the
Wilcoxon statistic can be used to approximate the standard error of the
area.

SLOPE-RELATED AND INTERCEPT-RELATED INDICES. When ROC curves
are assumed to be based on underlying Gaussian distributions, the expected
ROC points should follow a straight line when plotted on binormal coordi-
nate paper [2]. This assumption has led to the development of a series of
indices related to the slope and intercept of the straight line fit to the
observed ROC points. In general, these are derived after observed data are
fitted with the Dorfman and Alf program. The true slope of the line is desig-
nated b and its true intercept a (estimates of these are designated & and b;
however, for simplicity, throughout this manuscript the estimate sign will
be omitted and all symbols @ and b will designate estimates); a divided by b
is called Am, an index commonly used in radiology phantom studies. Con-
ceptually, Am is a form of a standardized difference between the means of
two normal distributions (which may have different variances). Other
derived indices are also available (see [2] for a complete summary). The
Dorfman and Alf maximum likelihood program provides estimates for a
and b, var (a), var (b), and covar (a, b). Either of the above pairs of indices
(e.g., Am and the slope or a and b), or any other pair derived from them, is
sufficient to describe fully a binormal ROC curve.

Statistical Treatment: Area Index

UNPAIRED Data. When the area index is used and we have only one
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reader (or if we have more than one reader but negligible between-reader
variations), statistical comparisons between two areas can be made by test-
ing their difference using the formula

Area, — Area,

critical ratio = @)
SE(Area, — Area,)

and comparing the critical ratio with the table of the normal distribution.
The areas and associated standard errors can be obtained directly from the
Dorfman and Alf program if data consist of ratings, or from the Wilcoxon
statistic if data consist of measurements [6]. The Wilcoxon statistic can also
be used to provide a closed form expression for the standard error and
thereby to estimate sample size and power.

PAIRED Data. Statistical tests for paired comparisons are more difficult,
whatever the index used. Swets and colleagues have provided a general
expression to take into account three types of variances (and associated cor-
relations) that may be present in a paired comparison: the variances and
covariances induced by using the same cases; the variance induced by hav-
ing a reader read the same set of cases more than once (within-reader con-
sistency); and the variances and covariances induced by having multiple
readers read the same set of cases (between-reader consistency) [1]. For the
area index, Hanley and McNeil [7] suggested a more feasible method of cal-
culating the correlation between areas inauced by studying the same cases, a
quantity that is otherwise difficult to assess.

Slope-Intercept Index

Comparing ROC curves simultaneously on both their slopes and intercepts
is the most rigorous statistical approach in that identity between two curves
can exist only if there is a complete coincidence of the curves. (This coinci-
dence is not necessary, as indicated below, for area measurements to be
equal.) For unpaired comparison of slope-intercept pairs, Metz has devel-
oped a test statistic that follows a chi-square distribution if the two sets of
rating scale data (and hence their summary indices) derive from the same
underlying ROC curve [8,9]. For paired data, Metz has extended this work
by using a “two-dimensional” Dorfman and Alf approach to estimate two
correlated slope-intercept pairs [10]; this is not yet generally available,
however.

TP Point Index

All of the above indices and resulting statistical techniques assume that the
investigator is interested in an overall one-dimensional index of perform-
ance for the entire ROC curve, or in a description of the entire curve. Such
may not always be the case, however. In some cases, for example, two ROC
curves might cross, and although the areas for the two imaging modalities
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may be almost the same, in the clinical range of interest one may be superior
to the other. In addition, even if two curves do not cross, one could imagine
that differences would exist at one point (the clinically relevant one, per-
haps) on the curve but would not be detected in any global test. In either of
these two situations raw rating scale data may not ailow direct comparisons
to be made, since it is unusuai for indentical interpretive critera (i.e., identi-
cal FPratios) to exist in different experiments. In particular, this means that
the observed TP ratio on one curve at a particular criterion cannot be
directly compared with that on another curve, because the associated FP
ratios observed may be different.

Methods

In this section we elaborate an approach to comparing differences between
two ROC curves at one point (either TP or FP). This is also part of a com-
prehensive computer package being prepared by Metz [10]. Our approach is
based on fitted TP and FP ratios, obtained from fitted parameters from the
Dorfman and Alf maximum likelihood estimation program for rating-based
ROC curves [1,4]. The method yields confidence intervals around true posi-
tive ratios at a fixed false positive ratio (designated TPgp) or around false
positive ratios at a fixed true positive ratio (designated FPrp). Illustrative
examples are presented.

The maximum likelihood estimation program of Dorfman and Alf pro-
vides parameters that aliow calculation of TP ratios at any FP ratio and
thus provides the basis for comparing two ROC curves at either the same
TP ratio or the same FP ratio. In brief, the relevant outputs for this purpose
are: (1) a, the normal deviate value of the intercept of the ROC curve with
the y axis; and (2) b, the slope of the ROC curve obtained from ROC curves
plotted on normal deviate axes. The equation for this purpose in normal
deviate space (Z) for the TP ratio is:

ZTP = bZFp_a. (2)

The quantity Zyp on the Z scale can be converted to 7P on the 0-100% scale
by determining what percentage of the normal probability distribution lies
above (i.e., to the right of) Z4p.

The Dorfman and Alf output also provides the variance and covariance
terms var(a), var(b), and covar(a, b). These can be used to calculate the
sampling variance or uncertainty of Z;p» and thus of TP itself. This is done
in two steps. First we calculate a confidence interval for Z7p (in the Z scale),
and second we transform the confidence interval back into the usual
0-100% scale. The relevant equation for calculating the variance around a
Zp ratio is:

var(bZ;p—a) = ZFz,,var(b)+var(a)—Zprcovar(a, b). Q)
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The confidence interval for Z;p» becomes Zp+ some multiple of the SE of

Zp, i.e., £ some multiple of \/variance (Z7p). The “multiple” can be
chosen from the tables of the normal distribution; since the parameter esti-
mates ¢ and b are maximum likelihood estimates, if the sample is large they
should have Gaussian distributions, regardless of the underlying models.
(Moreover, Metz has shown empirically [8] that @ and b have distributions
reasonably near normal even for n as low as 50.) Once one has obtained a
confidence interval for Zrp, it is a simple matter of translating the upper
and lower limits for TP, using the normal probability tables. Generally, the
confidence interval around the 7P (and also FP) ratios will be asymmetric,

especially as the values move away from 50 percent.

SIGNIFICANCE TEsSTS FOR COMPARING Two TP’s AT A CoMMON FP. Because
there is a one-to-one relation between Z;p and TP itself, two fitted TP’s
(from two different experiments) can be statistically compared on either the
Zp or the TP scale. Since the sampling distributions tend to be more sym-
metric in the (open-ended) Z scale, it is more appropriate to perform tests
on this scale. To test whether there is a statistically significant difference
between two fitted TP’s (e.g., TP, and TP,, both at the same FP ratios),
the following critical ratio is calculated

Z,-27, 4

R=SEz-2) @

and compared to the normal distribution. The denominator of the critical

ratio will depend on whether the Z, and Z, are from two modalities evalu-

ated on the same or a different sample of patients and on whether there are

several readers or several rereadings within one reader. For the moment we

ignore the latter two sources of variation in the denominator of equation
4).

In comparisons of TP’s involving separate (independent, unpaired) sam-
ples, the SE of the differences is simply [var(Z))+var(Z;)]"% where
var(Z,) and var(Z,) are each calculated as in equation (3). For compari-
sons involving paired samples, Z; and Z, will tend to be correlated on
repeated samples of patients. There are two ways to calculate this (reduced)
variance.

The first method uses the variance and covariance terms given as output
from Metz’s “two-dimensional” Dorfman and Alf program [10]. For this
purpose we write Z, =b, Zrp—a, and Z,=b,Zgp—a,, so that

Z,~2, = (b —b)Zpp— (a;—a3)
var(Z,—Z,) = Zpp var(b, — b,) +var(a, —a;)
—2Zpp covar(b, — by, ay—ay) ®)
SE (Z,-Z,) = [var(Z, - Z,)]"~.

To obtain the above components we use the following identities:
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var(b, —b,) = var(b,)+var(b,)—2covar(b,, b,)
var(a, —a,) = var(a,)+var(a,)—2covar(a,, a,)
covar(b, —b,, a;—a,) = covar(b,, a;) —covar(b,, a,) —covar(b,, a,)
+covar(b,, a,)

The second method is useful if Metz’s program is unavailable. We can
approximate var(Z, — Z,) by the method of jackknifing (see Fleiss [11] for a
general introduction to jackknifing, and Efron [12}, equations 6.11 and 6.17,
for the jackknife variance in two-sample problems). When the rating data
come from n, normals and n4 abnormals, the jackknife method consists of
obtaining ny+ n4 different estimates of Z, — Z, and using the quantity

Na+ 1y
Y UZ-Z)-(Z/-Z)]) Q)

i=1
as the jackknife variance of (Z, — Z,). The quantity (Z, — Z,) is obtained
from the entire data set. The ith jackknife estimate (Z{— Z3) is obtained by
fitting two separate ROC curves to the data set (of ny+n,—1 subjects)
formed by deleting the paired ratings of the /th subject from the original
data set. Although this may sound computer-intensive, the numbers of pairs
of ROC curves to be fitted depend on the number of rating categories and
not on the number of patients. For example, data on a five-point rating
scale will involve at most 10 distinct values for each modality; the n 4+ ny
quantities being summed in equation (6) will occur in multiples.

EXTENSION OF THE METHOD TO MULTIPLE READERS. As we have done so
far, we still base the analysis on equation (4), but now need to include
between-reader (S,,) and within-reader (S,,,) variances. For this purpose we
use equation (5) (Chapter 4) from Swets {1], as shown here:

2
Sbr + wr

{

172
SE(diff) = 21/2 I:Sc‘z-#wr(lﬁrcwr)_'— (l_rbr —wr)_S\zvr :I ’ (7)

ry-_ = the observable correlation between the Z;p's obtained when a set
of readers reads the same cases in the two settings

r._.»=the observable correlation between the Z;p’s obtained when a
single reader reads the same set of cases in two settings

82, .,,=S%+52,, the observable variance in Zp that would be found by
having one reader read once each of a set of different case samples

S%. ., =S3,+52,, the observable variance in Z7p that would be found by
having one case sample read once by each of a set of different readers

S2,=the observable variance in Z7p that would be found by having one
reader read one case sample on two or more independent occasions

¢ =the number of independent readers
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The quantity 252, ,,(1 —7._ ) (taking the 22 inside the square brackets)
is the same quantity whose calculations we have described as var(Z, — Z;).
The different notation has two explanations: (1) Swets and Pickett assume
equal variances for each of the three components; and (2) Swets and Pickett
talk explicitly in terms of the correlation r._,,, while our variance formula
calculates it implicitly, using covariances of the component parameters 4;,
a,, by, and b,. Also, Swets and Pickett work in the closed-ended TP scale,
whereas we prefer the open-ended Zp scale. The reader is referred to [1] for
calculation of the other components; in all cases estimates are made in the Z
space rather than in the TP-FP space. (The reader should note that even
though the examples in [1] are based on area measures, they apply equally
well to other measures.)

Results

CALCULATION OF CONFIDENCE LIMITS FOR A SINGLE POINT ON AN ROC
Curve. Consider the sample ROC curve data in Table 1. The Dorfman and
Alf maximum likelihood program [4] provides the following data:

a = 1.657 var(a) = 0.0974
b =0.713 var(b) = 0.0467
covar(a, b) = 0.0478

Equations (2) and (3) allow calculation of Z7p and TPgp ratios for any FP
values; they are shown in Table 2 at FP values of 5%, 10%, and 20%. Con-
sider one detailed calculation for illustrative purposes. At an FP ratio of
5%, Zgp (the value above which lies 5% of the normal distribution) equals
1.645 and Equation (2) becomes

Z,p = 0.713(1.645)— 1.657
= —0.48.

The value —0.48 becomes 68.44 percent by referring to the table of normal
distribution, and represents the probability to the right of the value —0.48.

Table 1. ROC Curve Obtained on a Five-Point Rating Scale

Rating*
1 2 3 4 5 Total
Nondiseased 2 11 6 6 33 58
Diseased 33 11 2 2 3 51

*A value of 1 corresponds to a rating of definitely abnormal and a value of § to definitely
normal.
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Table 2. Predicted True-Positive Values at Fixed False-Positive Values,
Using Equation (2)

FP 5% 10% 20%

Zrp -0.48 —0.74 _1.06

P 68.44 77.04 85.54 -
SE of Zzp 0.26 0.23 0.35
95% CI on Zyp (-1.03, 0.07) (—1.19, —0.28) (—1.76, —0.36)
95% CI on TP (84%, 49%) (88%, 39%) (96%, 36%)

Equation (3) gives confidence limits about this value as follows:

var(Zzp) = (1.645)°(0.0467) +0.0974 — 2(1.645)(0.0478)
= 0.0665
SE(Z;p) = 0.2579.

The 95 percent confidence interval for Zp is thus —0.48+ 1.96(0.2579),
or (—0.99 to 0.03). Using the same method used to transform Z= —0.48 to
a rounded TP value of 68 percent, we can transform the Z= —0.99 and

0.03 back to upper and lower TP limits of 84 percent and 49 percent.

Table 2 summarizes the standard errors obtained in this way for three

points on the above ROC curve.

CoMPARING TwO CURVES (UNPAIRED DATA) AT ONE TPp. Table 3 dis-
plays two sets of rating data for previously published results on gallium

Table 3. Ranking Data For an Unpaired Experiment [13]

Rating* —BWH

1 2 3 5
Nondiseased 4 0 4 13 12
Diseased 19 1 1 6 5
Rating* — JHH
1 2 3 4 5
Nondiseased 3 1 3 2 11
Diseased 18 i 3 6 12
BWH JHH
a = 0.6665 a = 0.7631
b = 0.4316 b = 0.6969
var(a) = 0.07234 var(a) = (.1822
var(b) = 0.03639 var(b) = 0.2021
covar(a, b) = 0.0163 covar(a, b) = 0.1257

*1 =definitely abnormal; S = definitely normal
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Table 4. Rating Data on CT Scans from a Paired Experiment [14]

Nondiseased patients, n =54 Diseased patients, n=35
Read with History Read with History
i 2 3 4 5 Total 1 2 3 4 5 Total
Si— 1 - — — 1 sl— - - 2 24 2
Read 415 4 1 1 - 11 4; - - - 3 2 5
Without 3 31 1 - - 5 3/ - - 2 - - 2
History 2 1 3 - 1 - 5 21— - = = = -
1 31 - - 1 - 32 1f- 1 - 1 - 2
Total 40 9 2 3 — 54 - 1 2 6 26 35
ROC curve parameters (1= with history; 2 = without history)*
Maximum likelihood Variances and covariances
estimates a, b, a b,
a, = 3.60 a 1.2288 0.6495 0.1712 0.0757
b, = 1.29 b, 0.4043 0.0542 0.0378
a. = 1.80 a 0.1552 0.0681
b. = 0.59 b, 0.0533

*Denved using the method from [10].

citrate imaging in the search for a focal source of sepsis [13]. The top set of
data was obtained at the Brigham and Women’s Hospital (BWH) using an
Anger camera, and the bottom set at Johns Hopkins Hospital (JHH) using
a rectilinear scanner. The output from the Dorfman and Alf program is
shown in Table 3 and allows calculation, as shown above, of Z;p (at FP
values of 10%) for each of the two settings. They are as follows:

(BWH)Z;, = 0.4316(1.28) - 0.6665 = —0.11, or 54%.
(JHH)Z;» = 0.6969(1.28)-0.7631 = +0.13, or 45%.

Using the approach described above, 95 percent confidence limits for the
BWH are 31.2 percent to 76.1 percent, and for the JHH data 15.6 percent to
77.3 percent.

CoMPARING Two CURVES (PAIRED DATA) AT ONE TPgrp. Table 4 displays
two sets of rating data from a single individual reading computed tomo-
grams of the head without (rows) and with (columns) clinical history [14].
The values of @, and b, from the Metz program were 3.60 and 1.29, respec-
tively, for the data with history, and the values for @, and b, were 1.80 and
0.59, respectively, for the data without history. The covariances are shown
in the bottom of Table 4. Thus, at FP=10% (Zgp=1.28),

Z 1.29(1.28) —3.60 = —1.95 (or 97.44%)
Z, = 0.59(1.28) —1.80 = —1.05 (or 85.31%)
Z,— Z, = (1.29-0.59)(1.28) — (3.60 - 1.8) = —0.90.
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The three subcomponents, calculated as for equation (5), yield values of
0.3820, 1.0416, and 0.5877, so that equation (5) yields

var(Z, —Z,) = (1.28)70.3820 + 1.0416 — 2(1.28) 0.5877
= 0.1630
SE(Z, - Z,) = ~0.1630 = 0.40.

Thus the critical ratio is —0.90/0.40, or 2.25, indicating that at FP=10%
TP’s obtained with history are statistically higher.

With the jackknife technique, the paired ratings of successive patients
were eliminated, as described in the Appendix, to create 54 + 35 =89 differ-
ent data sets, each with 88 patients. Using the steps in the Appendix, we
obtained the jackknife estimate of SE(Z, —Z2)=m966:0.M, which is
only 10 percent higher than the more parametric SE of 0.40 calculated by
the “paired binormal” model of Metz.

Discussion

The work was motivated by two concerns with the use of area indices for
comparing two ROC curves: (1) That two curves might cross and in such
cases similar areas might result; and (2) that even in the absence of crossing
curves similar areas might result when, in fact, statistical differences could
exist in the region of clinical interest. These concerns pointed to the need to
make comparisons at single points on either the TP or the FP axis. In the
process of developing the analysis discussed here we realized that there was
a need to provide a brief overview of commonly used indices for ROC anal-
ysis, whether paired or unpaired experimental designs were used.

The major point of our review and analysis is this: Once we assume
binormal distributions of an ROC curve, all statistical properties are deter-
mined by the parameters ¢ and b of the maximum likelihood fit to the data.
This paper has emphasized the use of these parameters for calculating confi-
dence limits around single TP or FP points anywhere along the ROC curve.
Others, particularly Swets and Pickett [1], have discussed confidence limits
explicitly in relationship to area measurements and TP points correspond-
ing to observed TP-FP pairs.

To put this work in perspective it is worthwhile to summarize previous
work in the general area of statistical analyses of ROC curves. The work
falls along two lines: (1) the use of a single index (for example, the area or
TPgp) versus joint indices (for example, slope and intercept); and (2) con-
sideration of between-reader variations and correlations, within-reader
variations, and variations and correlations between cases.

Swets and Pickett [1] give formulas for single indices that cover all possi-
ble experimental designs. Hanley and McNeil [6] elaborated on statistical
considerations relating to a specific single index, namely the area; because
of the unique relationship of the area to the Wilcoxon statistic it is possible
to calculate explicitly the associated standard error due to case sampling.
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The second paper of Hanley and McNeil [7] also deals with areas, but for
ROC curves derived from the same set of cases. It thus complements the
work of and general formulas suggested by Swets and Pickett [1]. The pres-
ent investigation deals with another single index, this time TPgp, and gives
explicit formulas for confidence intervals at any point on a single ROC
curve. For comparing two TPpps derived from the same sets of patients, we
were able to use the conventional Dorfman and Alf program coupled with
the jackknifing technique. We could obviously extend this approach to mul-
tiple readers by using the general approach of Swets and Pickett.

Metz [8-10] has emphasized joint indices (slope and intercept), although
of course any single index can be derived from them. His programs consider
only variations due to case sampling.

One other point is worth emphasizing. All of the comparisons made in
this paper have been done in the Z space rather than in the linear 7P-FP
space. The latter has the disadvantage of having asymmetric sampling dis-
tributions around 0 percent and around 100 percent, because of the closed
nature of the scale. The Z scale, being more open-ended, seems more appro-
priate because the sample distributions are more likely to be symmetric
throughout all 7P and FP ratios of interest.

Appendix: Illustration of Jackknife Technique

To obtain var(Z, — Z,), where Z, and Z, refer to the two Zp's obtained
from the same set of patients evaluated by two modalities.

(1) Data from Table 4 are used to fit separate ROC curves for each
modality (ND =nondiseased; D = diseased). Note that the Z, and Z, values
here are derived from two separate runs of the Dorfman and Alf program,
whereas those shown earlier in connection with Table 4 were estimated
jointly from a single run of the Metz program. Thus, they are slightly
different.

With history Without history
Rating Rating
i 23435 A 1 2 3 4 5 zZ, VARA
ND 40 9 2 3 — 32 5 511 1
D — 12 626 —1.9144 2 _ 2 526 —1.0285 —0.8859

(2) The new data sets are obtained by leaving out successive patients.
Delete nondiseased patient who received ratings of 2 with history and 5
without history.
VA z Z -7,

ND 40 8 2 3 — 205 511 —
D - 1262 L1928 5 _ 2 526 —11623  —0.7505

Delete nondiseased patients with ratings of 1 with history and 4 without
history; there are five such patients.
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Z, Z z2,-7,

ND 39 9 23— 25 510 1 )
D — 1262 ~1.9033 5 _ 5 5 o —10385 —0.8648

Delete nondiseased patients with ratings of 2 with history and 4 without
history; there are four such patients. Notice that the four Z; values for these
last four patients are each equal to the Z; value for the very first patient.
Similarly, the Z, values for these four are equal to the Z, values for the pre-
vious five patients.

ND 40 8 2 3 — 205 510 1
D — 12 62 ~1.9128 5 _ 5 5 26 —10385 -0.8743

Delete diseased patients with ratings of 4 with history and 5 without his-
tory; there are two such patients.

ND 40 9 2 3 — P s 5111
D — 1 2 526 —1.9008 5 _ 2 5 25 —1.009 —0.8918

Delete diseased patients with ratings of five with history and five without
history; there are 24 such patients.

ND 40 9 2 3 — 205 511 1
D — 12625 —1.9018 5> _ 2 525 —1009 -0.8928

Delete diseased patients with ratings of 4 with history and 1 without his-
tory (last entry in Table 4).

ND 40 9 2 3 — 32 5 511 1
D - 12526 —1.9018 | — 2 526 L1677 —0.7341

Computation of var(Z; — Z,) is shown in Table §.
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