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and treatment status in the design and analysis of such 
studies can introduce immortal time bias.7 

What is immortal time bias?
Immortal time refers to a period of follow-up during which, 
by design, death or the study outcome cannot occur.8 In 
pharmacoepidemiology studies, immortal time typically 
arises when the determination of an individual’s treatment 
status involves a delay or wait period during which follow-
up time is accrued—for example, waiting for a prescrip-
tion to be dispensed after discharge from hospital when 
the discharge date represents the start of follow-up (box 1 
see bmj.com).9-14 This wait period is considered immortal 
because individuals who end up in the treated or exposed 
group have to survive (be alive and event free) until the 
treatment definition is fulfilled. If they have an event before 
taking up treatment they are in the untreated or unexposed 
group. Bias is introduced when this period of “immortality” 
is either misclassified with regards to treatment status or 
excluded from the analysis (fig 1).7 Immortal time bias is 
particularly problematic because it necessarily biases the 
results in favour of the treatment under study by conferring 
a spurious survival advantage to the treated group.

Immortal time bias is increasingly common in cohort 
studies of drug effects.7 A recent example is a study of 
3-hydroxy-3-methylglutaryl coenzyme A reductase inhibi-
tors (statins) that reported a 26% reduction in the risk of 
diabetes progression with one year or more of treatment 
(adjusted hazard ratio 0.74, 95% confidence interval 0.56 
to 0.97).15 This is a surprising finding given that this asso-
ciation would be expected to be subject to confounding and 
yield a hazard ratio >1.0 because people whose diabetes 
progresses are more likely to develop cardiovascular dis-
ease, an indication for statins.

Below, we replicate this study to show how immortal 
time bias can be introduced in cohort studies, quantify 
the relation between the extent of immortal time and the 
magnitude of the bias, determine the extent to which this 
bias accounted for the protective association previously 
reported, and show how immortal time bias can be pre-
vented through time dependent analysis. 

demonstration of bias
We replicated Yee et al’s statin study using the same 
 Saskatchewan Health databases. These computerised 
databases, generated by the province’s universal health 
 programmes, provide information on dates of health 

Immortal time in observational studies can 
bias the results in favour of the treatment 
group, but it is not difficult to identify and avoid 

Well designed observational studies have made impor-
tant contributions to our understanding of the risks and 
benefits of drug treatment. Such studies are often the first 
to identify or confirm important adverse health events 
associated with drugs, as seen recently with the cardiac 
effects of ergot derived dopamine agonists1 and cyclo-
oxygenase 2  inhibitors.2 3 Observational studies can also 
assess aspects of drug safety, such as the time varying 
nature of risk, which cannot be readily appraised using 
an experimental design.4 

Cohort studies are often preferred to case-control stud-
ies because they are less susceptible to certain biases.5 6 
H owever, the inappropriate accounting of follow-up time 
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Fig 1 | Immortal time bias is introduced in cohort studies when the period of immortal time is 
either incorrectly attributed to the treated group through a time fixed analysis (top) or excluded 
from the analysis because the start of follow-up for the treated group is defined by the start of 
treatment and is, by design, later than that for the untreated group (bottom)

Misclassified immortal time (misclassification bias)

Misclassified immortal time

Treated

Start of follow-up First prescription Death or event

Untreated

Start of follow-up Death or event

Excluded immortal time (selection bias)

Excluded immortal time

Treated

Diagnosis First prescription
(start of follow-up)

Death or event

Untreated

Diagnosis
(start of follow-up)

Death or event

Treated Untreated



908   BMJ | 24 april 2010 | VoluMe 340

research methods & reporting

 coverage, sociodemographics, outpatient prescriptions, 
medical services and procedures, hospital discharge diag-
noses, and vital statistics for about 91% of residents (roughly 
one million people).16 

In accordance with the previous study, we identified a 
population based cohort of everyone aged 30 years and older, 
newly treated with a sulfonylurea or metformin between 1 
January 1991 and 31 December 1996. The date of this first 
prescription was taken as cohort entry (start of follow-up). 
Individuals were excluded if they did not have at least one 
year of health coverage before cohort entry or had received 
oral hypoglycaemics or insulin during the year before entry. 
As in the previous study, we identified new users of statins 
by excluding those who had received a lipid lowering drug 
from three years before to six months after cohort entry. The 
remaining individuals were followed until study outcome, 
end of health coverage (because of death or emigration), 
death, or 31 December 1999 (end of study).

We identified the study outcome, starting insulin treat-
ment, using the date of the first insulin prescription dispensed 
after cohort entry. The previous study used starting insulin 
as a surrogate end point for progression of diabetes; people 
who switch from oral hypoglycaemics to insulin are likely to 
have uncontrolled hyperglycaemia because of disease pro-
gression.17 Like the previous study, we excluded people who 
were taking insulin before their first statin prescription.

We identified all statin prescriptions dispensed during 
follow-up to determine individuals’ treatment status. As in 
the previous study, cohort members were classified as statin 
users if there was at least one year between the date of their 
first and last prescription; those with a shorter interval were 
considered non-users from an aetiological perspective.

To demonstrate and quantify the immortal time bias, we 
replicated the time fixed (time independent) analysis used by 
Yee et al to estimate the statin-insulin association and com-
pared it with a simple time dependent analysis that corrected 
the misclassified immortal time. In the time fixed analysis, all 
person days between cohort entry and end of follow-up were 
classified as treated for those who met the statin user defini-
tion, regardless of the date on which they met this definition 
and as untreated for non-users (fig 2). In the simple time 
dependent analysis, person days of follow-up were correctly 
classified as untreated until the intended treatment defini-
tion of “one year of use” was met, and as treated thereafter 
(fig 2). We initially used Poisson regression to quantify the 
magnitude of the misclassified immortal person time and 
estimate the statin-insulin association, and then used the Cox 
proportional hazards model.18 19 In the Cox model, hazard 
ratios were adjusted for the potentially confounding effects 
of determinants of diabetes progression.

To assess the relation between the amount of immortal 
time and the magnitude of the bias, as well as determine the 
extent to which different sources of immortal time accounted 
for the previously reported protective effect of statins on 
diabetes progression, we repeated the time fixed and time 
dependent analyses using Cox proportional hazards model 
correcting cumulatively for each period of immortal time. The 
first period corresponded to the first six months of follow-up 
during which cohort members could not receive a statin by 
design (fig 2). The second period was from the end of this 
exclusionary phase until the date of the first statin prescrip-
tion, and the third was the time needed, after the first pre-
scription, to fulfil the intended “statin user” definition of at 
least one year of use.

Validation of bias
To validate the presence of the immortal time bias, we 
repeated the same study and analyses in the same cohort 
but with different treatments of interest: non-steroidal anti-
inflammatory drugs and gastric acid suppressive drugs (hista-
mine-2 (H2) receptor antagonists or proton pump inhibitors). 
These drugs were chosen because they are commonly pre-
scribed and have no known beneficial effects on diabetes 
progression or the need to start insulin.

Quantification
The cohort of adults newly treated with an oral  hypoglycaemic 
was comparable in size and clinical profile to that of the 
previous study (table 1, see bmj.com).  During an average 

Fig 2 | Depiction of typical statin user and non-user and sources of immortal time bias introduced 
by the time fixed analysis (top). All person days of follow-up were classified as treated for those 
who satisfied the statin user definition regardless of when the treatment definition was fulfilled. 
However, in the time dependent analysis (bottom) person days of follow-up were classified as 
untreated until the one year of statin use definition was met, and as treated thereafter
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follow-up of 4.9 years, 532 (4.6%) met the definition of statin 
users (at least one year of use), and 522 (4.5%) had received 
statins for less than one year and were classified as non-users 
from an aetiological perspective. An additional 10 607 were 
classified as non-users because they did not receive any statin 
prescriptions during follow-up. The mean time to first statin 
prescription (immortal periods 1 and 2) was 3.1 years for sta-
tin users and 4.4 years for non-users who received at least 
one prescription (fig 3, see bmj.com). During follow-up, 1418 
(12.2%) people started insulin treatment (study outcome), 
some during periods of immortal time.

In the time fixed Poisson regression analysis, the immortal 
and untreated periods accounted for nearly 68%  (2174 /3221 
person years) of total follow-up time allocated to statin users 
and produced a crude rate ratio for starting insulin of 0.84 for 
statin users compared with non-users (table 2). In contrast, 
the immortal time corrected crude rate ratio was 2.68. Simi-
larly, statin users seemed to be at lower risk of progressing to 
insulin in the time fixed Cox analysis (adjusted hazard ratio 
0.74, 95% confidence interval 0.58 to 0.95) but not in the 
time dependent analysis (1.97, 1.53 to 2.52).

Table 3 (see bmj.com) shows that the 26% risk reduction 
for progressing to insulin reported in the previous study 
(0.74, 0.58 to 0.95) was decreased to 18% (0.82, 0.64 to 
1.05) after we corrected for the first immortal period and 
abolished after we corrected for the second (1.37, 1.07 to 
1.76). The second period of immortal time, from the end of 
the six month exclusion period until the date of the first sta-
tin prescription, was the time when the largest  proportion 
of non-user person time (42.7%) was incorrectly allocated 
to statin users in the time fixed analysis.

Table 4 shows the results of the validation of the 
bias using non-steroidal anti-inflammatory drugs and 
 gastro intestinal drugs as the treatments of interest. With the 
time fixed approach both treatments appeared to reduce the 
risk of diabetes progression. However, the protective asso-
ciations disappeared after we corrected for the misclassified 
immortal time. 

accounting for immortal time
We have shown that immortal time bias is introduced by the 
use of a time fixed analysis in cohort studies with periods 
of immortal time. In the statin and diabetes progression 
example, the immortal and untreated person time that was 
incorrectly allocated to the treated group in the time fixed 
analysis represented two thirds of total follow-up for statin 
users. This resulted in a spuriously low rate of events for 
this group compared with that for non-users. The beneficial 
effect of statins on the progression of diabetes in the previ-
ous study that used a time fixed analysis15 can therefore be 
ascribed to this bias.

The presence of immortal time bias is corroborated by the 
demonstration that agents with no known benefit on dia-
betes progression can be made to appear protective when 
subjected to the same design and time fixed analysis as that 
of the statin-insulin study. This demonstrates that this bias 
is the result of systematic error introduced by the inappro-
priate accounting of immortal follow-up time, and is, there-
fore, not specific to pharmacoepidemiological studies. 

Immortal time bias has been previously described.22 
However, we have shown that more complex designs can 
introduce new sources of immortal time that, in combi-
nation with an incorrect time fixed analysis, individually 

table 2 | Distribution of person time and events according to use of statins before and after correcting for immortal time bias using 
Poisson regression and adjusted hazard ratios for starting insulin treatment 

Statin users* Non-users†
Crude rate 
ratio‡

Adjusted hazard 
ratio§ (95% CI)

Person years 
of follow-up

No starting 
insulin 

Rate/ 100 
person years

Person years of 
follow-up

No starting 
insulin

Rate/ 100 
person years

Biased time fixed analysis
Immortal person time¶ 2174 0 0 0
At risk person time 1046 68 53 446 1350
Total 3221 68 2.1 53 446 1350 2.5 0.84 0.74 (0.58 to 

0.95)
Corrected time dependent analysis
Immortal person time¶ 0 0 2174 0
At risk person time 1046 68 53 446 1350
Total 1046 68 6.5 55 621 1350 2.4 2.68 1.97 (1.53 to 2.52)
* ≥1 year between the first and last statin prescription any time during follow-up.15

†No statin prescriptions or <1 year between the first and last such prescription any time during follow-up.15

‡ Poisson regression (assumes constant rate of event over follow-up).
§ Cox regression. Adjusted for age at cohort entry; sex; history of macrovascular disease, congestive heart failure, and hypertension; concomitant use of aspirin, β 
blockers, nitrates, angiotensin converting enzyme inhibitors, calcium channel blockers, and diuretics; and two validated measures of health status20 21

¶ Time from cohort entry (start of follow-up) until the day the definition of “at least 1 year of statin use” was met. 

table 4 | Crude and adjusted hazard ratios for starting insulin treatment associated with use 
of non-steroidal anti-inflammatory drugs and gastric acid suppressive drugs before and after 
correcting for immortal time bias using Cox regression

No of 
events 

Person 
years

Crude hazard 
ratio

Adjusted hazard ratio* 
(95% CI)

Non-steroidal anti-inflammatory drugs 
Biased time fixed analysis:
 Non-users (reference) 706 27 390 1.00 1.00
 Users 92 4 448 0.75 0.77 (0.62 to 0.96)
Corrected time dependent analysis: 
 Non-users (reference) 706 28 935 1.00 1.00
 Users 92 2 903 1.42 1.45 (1.16 to 1.83)
Gastric acid suppressive drugs 
Biased time fixed analysis:
 Non-users (reference) 1101 45 231 100 1.00
 Users 87 3 967 0.85 0.90 (0.72 to 1.13)
Corrected time dependent analysis 
 Non-users (reference) 1101 46 930 1.00 1.00
 Users 87 2 268 1.76 1.84 (1.47 to 2.31)
*Adjusted for age at cohort entry; sex; history of macrovascular disease, congestive heart failure, and 
hypertension; concomitant use of aspirin, β blockers, nitrates, angiotensin converting enzyme inhibitors, calcium 
channel blockers, and diuretics; and two validated measures of health status.20 21
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contribute to the magnitude of the bias. We have also pro-
vided additional evidence of the direct relation between the 
duration of the immortal period and the magnitude of the 
bias. Unlike previous examples, where the immortal periods 
were short and events occurred early,23 24 the current study 
entailed a long period of immortality during which many 
outcome events occurred. This resulted in a significant dis-
tortion of the  association under study.

Our example of immortal time bias was one of treatment 
misclassification. However, this bias can also be introduced 
when periods of immortal time are differentially excluded 
from the analysis (selection bias). This occurs when the 
start of follow-up is defined as the start of treatment for the 
treated group and the date of diagnosis for the untreated 
or comparator group (fig 1). Differential exclusion can also 
arise from the use of a hierarchical approach to determining 
treatment status. For example, in a study of inhaled corti-
costeroids for chronic obstructive pulmonary disease, the 
start of follow-up, defined as the date of the first prescrip-
tion dispensed, was considerably later after diagnosis for 
users of inhaled corticosteroids than users of bronchodila-
tors (the comparator) since users of inhaled corticosteroids 
were identified first, and a large proportion of them had 
been previously treated with a bronchodilator (that is, sur-
vived a previous treatment).25 This resulted in an apparent 
38-52% decreased risk of death among the corticosteroid 
group. The use of a time dependent analysis eliminated the 
spurious protective association.24

Several approaches have been proposed to prevent 
immortal time bias including using a time dependent 
analysis as we have done here,7 studying only “survivors” 
of the immortal period by moving the start of follow-up to 
the end of the immortal period,8 and moving the start of 
follow-up to the date the treatment definition is met for 
users and a date assigned according to the distribution of 
users’ immortal time for non-users.26 Alternatively, a time 
matched, nested case-control analysis of the cohort can be 
used. This analytical technique has not only been shown to 
provide an unbiased estimate of the hazard ratio that would 
be obtained from a traditional time to event analysis of the 
full cohort,27-29 its inherent time dependent nature means 
that it is also free of immortal time bias. In addition, the 
nested case-control approach is much less susceptible to 
selection bias than the classic case-control study since 
controls are known to represent the source population that 
gave rise to the cases (that is, the underlying cohort), and 
the analysis can include all of the cases from the source 
population.

other sources of bias
Our corrected results are also subject to bias, particularly 
confounding by indication. As diabetes progresses, indi-
viduals are more likely to develop cardiovascular disease, 
an indication for statins. By definition, those at higher risk 
of progressing are also more likely to be prescribed a sta-
tin and the statin-insulin association would therefore be 
expected to be confounded. Consequently, our objective 
was not to quantify the true nature of the statin-insulin 
association but rather to demonstrate how immortal time 
bias is introduced, delineate its impact on the previously 
reported statin-insulin association, and show how to pre-
vent this bias. For this reason, our finding of a rate ratio of 
1.97 for statin users in the corrected analysis should not 
be interpreted as evidence of an increased risk of progress-
ing to insulin. 

Confounding by indication may also explain the 
raised rate ratios that we observed for non-steroidal anti-
inflammatory and gastrointestinal drugs. Individuals who 
progress and develop diabetic neuropathy and gastropare-
sis may be more likely to receive these drugs to treat associ-
ated symptoms of pain and gastrointestinal discomfort. 

Our use of a simple dichotomous definition of statin 
users in the time dependent analyses may have resulted 
in residual misclassification of treatment status. To remain 
true to the original study’s treatment definition, we 
assumed that individuals were treated for the remainder 
of their follow-up once they had satisfied the statin user 
definition. However, some individuals may have become 
“non-users” later in their  follow-up because long term 
adherence to statins is known to be low.30 31 Consequently, 
later events may have been incorrectly attributed to statin 
users rather than to non-users. The long duration of fol-
low-up and high rate of late events may have accentuated 
the effect of this differential misclassification. This may 
also explain why the associations studied were all >1.0 
after we had corrected for immortal time bias.

conclusion
An increased awareness of immortal time bias is war-
ranted given the frequency with which this bias is being 
observed, the wide variety of interventions and health 
outcomes that have been implicated, and the potential 
detrimental impact that such biased findings can have 
on clinical practice and health policy by promoting the 
use of potentially ineffective therapies or interventions. 
Moreover, this bias is not specific to studies of drug effects. 
Consequently, all cohort studies should be assessed for the 
presence of immortal time bias using appropriate validity 
criteria (box 2).
This study is based on non-identifiable data provided by the 
Saskatchewan Department of Health. The interpretation and conclusions 
contained herein do not necessarily represent those of the Government 
of Saskatchewan or the Saskatchewan Department of Health. 
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Box 2 | Criteria for identifying immortal time bias in 
cohort studies

Was treatment status determined after the start of •	
follow-up or defined using follow-up time?
Was the start of follow-up different for the treated and •	
untreated (or comparator) group relative to the date of 
diagnosis?
Were the treatment groups identified hierarchically (one •	
group before the other)?
Were subjects excluded on the basis of treatment •	
identified during follow-up?
Was a time fixed analysis used?•	
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