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Being approximately
correct and being
precisely wrong

1. Refer to the descriptions of the SMOG index, the Fry method, the Flesch
Reading Ease, and the Flesch-Kincaid Grade Level, for measuring read-
ability (under Resources for Measurement/Surveys).1

For the article or text you have chosen (as per discussion in class), ran-
domly select three separate 100 word passages, and use this set of three
passages to measure the readability (F1) using the Fry graph. Rather
than do so manually, you can use the SMOG calculator to determine the
average number of sentences and syllables per hundred words. Repeat
the readability measurement (F2) with a second different set of three
passages. Repeat once more (F3), using a third set.

Using these same three sets, calculate the SMOG index, the Flesch Read-
ing Ease, and the Flesch-Kincaid Grade Level.

For each index, use the 3 estimates to calculate the standard error of
measurement, and the coefficient of variation. Comment.

2. Propose a method to assess the validity of a readability index.

3. [m-s] Derive the link between the standard error of measurement and
the (intraclass correlation) reliability coefficient [last line, column 1, p.
7 of notes on “Quantifying Reliability” in Notes on Psychometrics for
students in rehabilation sciences in Resources for Measurement/Surveys.
Hint: it’s simply a matter of using the definition of R.

4. [m-s] Exercise in section 3: Relationship between test-retest correlation
and ICC(X) [In notes on Effect of Errors in X and Y on measured corre-
lation and slope]

1ToneCheck (http://tonecheck.com/) is another interesting tool. See story at
http://www.montrealgazette.com/search/search.html?q=ToneCheck

5. [m-s] Exercise section 4: Relationship between correlation(X,X ′) and
ICC(X) [ibid.]

6. Francis Galton (1822-1911) found that the correlation between (self-
reported) parental and (adult) offspring heights was strongest for the
one between father and son [0.396 ± 0.024], and weakest for the one be-
tween mother and daughter [0.284 ± 0.028]. Given the way he obtained
the measurements, can you imagine why this was?

[It was 0.302±0.027 for mother & son; 0.360±0.026 for father & daughter.]

Family heights: Page 1/8 of notebook in Galton Papers : see “Galton’s
family data on human stature” on JH’s website
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7. Bridging the physical- and the psycho-metric: The notes on “Increasing
Reliability by averaging several measurements” on the right hand column
of page 4 of JH’s notes on Quantifying Reliability give the formula for the
so-called “Stepped-Up Reliability”. In psychometrics (where the number
of items on a test serves as the “several measurements”) this formula
serves as the basis for the “Spearman-Brown prediction formula”.2

[m-s] Invert the formula on p.4 to derive the one on the right hand column
of p.1 for Spearman-Brown prediction formula relating the reliability of
two versions of a test, one with N times more items than the other.

8. You are trying to estimate, from imperfect observations of F and C,
the values of the two coefficients B0 and B1 in the temperature relation
F = B0 +B1 × C.

For each of the following situations, and using the true values of B0 = 32
and B1 = 9/5 = 1.8, simulate3 1000 datasets & investigate the behaviour
of the 1000 estimates, b0 and b1, of B0 and B1. In each simulation, use
samples of size n = 4, with temperatures of C = 14, 16, 18 and 20.

(a) C measured perfectly, F measured with εF ∼ Gaussian(µ = 0, σεF =
1) errors that are independent of F . Check – formally, using a test
(or CI) based on the mean of the 1000 estimates – for evidence of
bias in b1. Also check whether the empirical variance of b1 agrees
with that given by the theoretical formula, namely

V ar(b1) = σ2
εF /

∑
(x− x̄)2.

(b) F measured perfectly, C measured with εC ∼Gaussian(µ = 0, σεC =
1) errors that are independent of C [Classical type error: someone
else chose situations when C was indeed exactly 14, 16, etc, but
didn’t tell you what C was, and instead asked you to independently
record C using your own imperfect instrument, and to use your
recordings of C in your estimation of the equation]. Again, formally
test for evidence of bias in b1.

Do your findings line up with the predictions in the Notes? If the patterns
are difficult to see, you might change the number of simulations, the sizes
of the errors, the range of C or the sample size.4

2http://en.wikipedia.org/wiki/Spearman-Brown prediction formula .
3If new to simulations, see “Computer code to simulate datasets with measurement

error” at the bottom of the Resources webpage for measurement/surveys. It gives some
‘starter’ computer code, which you can modify to suit.

4The article by Hutcheon et al. “Random measurement error and regression dilution
bias”, under ‘r e p r i n t s’ on JH’s home page, tries to explain these patterns intuitively.

http://en.wikipedia.org/wiki/Cavendish experiment: Cavendish found that the Earth’s

density was 5.448 ± 0.033 times that of water (due to a simple arithmetic error, found in

1821, the erroneous value 5.48 ± 0.038 appears in his paper).

2


