


EVALUATION OF SURVIVAL DATA AND TWO NEW RANK ORDER 
STATISTICS ARISING IN ITS CONSIDERATION* * *

Nathan ManteP

SUAAAAARY

Survival-time patterns should be compared properly in their entirety 
rather than at isolated points only. Such overall comparison would require 
a value function for rating particular durations of survival, but no such 
function exists. A chi-square procedure is proposed for comparing two sets 
of life-table data in their entirety. The implicit value function for the pro
cedure is reasonable in that it gives greater weight to earlier deaths. By 
considering the case in which the life-table intervals are arbitrarily short, 
it is seen to be essentially a rank order procedure. Further, the procedure 
is defined for general or individual right censorship, for left truncation, 
and for tied ranks. A second rank order procedure or statistic is developed 
by considering the case in which the first statistic is computed after each 
death in a comparative survival-time study. This second statistic is the 
maximum chi square computed over the course of the study. Such a sta
tistic can be used pseudosequentially and significance or nonsignificance 
ascertained before the end of the study. It is suggested that the procedures 
may be used in the analysis of other than survival-time data. The possi
bility for evaluating the statistical power of the procedures for alternatives 
when there is a constant force of mortality ratio between the two survival
time distributions is indicated.

The results of a medical investigation fre
quently take the form of two sets of survival 
patterns for patients who have been subjected 
to two different therapeutic regimens. Analysis 
of such data, because of incomplete observa
tion on some or perhaps most patients, is fre
quently by the life-table or actuarial method 
(1).

In comparing the two sets of data, one may 
ask if there is statistically significant evidence 
that the proportion of patients surviving some 
stated period, say 5 years, is greater for one 
of the two regimens. Or one may question if 
there is significant evidence that the time to 
which a stated proportion survive, say 50% 
corresponding to the median survival time, is 
longer for one of the regimens.
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Let us consider a more advanced question 
that may be asked: Is there statistically sig
nificant evidence that one of the regimens is 
superior, as judged by the observed survival
time patterns? The answer must depend on 
how we define “superiority.” We cannot iden
tify differences in superiority between two 
survival patterns observed subject to chance 
variation without first being able to identify 
instances of differences in which the two sur
vival patterns are known exactly and are free 
of variation.

As a starting point, we may reasonably say 
that if two exact survival patterns are such 
that for one the proportion surviving is some
times greater, but never less, than for the 
other, it is the superior pattern. (It is as
sumed here that the improved survival is not 
accompanied by deleterious aspects such as 
blindness. If they were present any appropri
ate comparison would have to take this into
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account.) At whatever times the two patterns 
are compared, or to whatever proportion sur
viving, the superior pattern will never appear 
inferior.

It cannot however be anticipated that two 
survival patterns will generally stand in this 
superior-inferior relationship at all points. It 
may be that one therapeutic procedure yields 
a long-term survival advantage at the cost of 
some immediate increase in mortality—this 
is frequently true of surgical procedures. Al
ternatively, the cost of some advantageous 
therapy might lie in increased mortality in the 
more distant future. We must recognize then 
that two exact survival patterns may cross each 
other at one or more points. As a result, point 
comparisons between patterns of the kind gen
erally made will depend on the point at which 
it is made.

Conceptually, one can make whole-pattern 
comparisons. What is required is a value or 
utility function defining the value of living to 
a certain age or for a certain period of time 
beyond therapy. Given the value function one 
can determine the average value for exact sur
vival patterns. Observed survival patterns can 
be translated into observed average values 
and, with their reliabilities ascertained, the 
difference between two such averages can be 
assessed for statistical significance.

The difficulty with this approach lies in the 
probable lack of any general agreement on the 
value function to use. An economist might 
objectively determine the utility of surviving 
from any one age to any other age, perhaps 
doing so separately for each sex and race com
bination. With differing normative assump
tions, the theologian and the philosopher would 
provide quite different value functions.

In the absence of an agreed on value func
tion, such a concept for comparing survival 
patterns cannot be implemented. The need, how
ever, for comparing survival patterns as a 
whole rather than at isolated points will be 
met by the procedures to be described. Al
though no specific value function for survival 
will be provided, whatever value function may 
be implicit in the procedures to be suggested 
will, in most actual instances, be fairly rea
sonable.
The Standard Life-Table Situation

The point of departure in this report will be 
the customary form in which survival data

occur in medical investigations. The study be
gins with a population, presumed homogeneous, 
of individuals who are followed progres
sively in time, with their survival status as
sessed periodically (but the intervals between 
the periodic assessments need not necessarily 
be equal).

Suppose that during the first study interval 
rii individuals are known to die while i,, in
dividuals are lost track of, leaving AT,, =
— r,i — individuals available for study in 
the succeeding period. For purposes of sim
plicity, and as justified in the Appendix, Dis
cussion 1, consider that all losses occur at the 
end of the interval. From the data the ap
parent probability of dying in the first inter
val is given by ri,/N„, while the apparent 
survival probability is (Mi - r„)/A^„. As
suming no essential difference between indi
viduals lost track of and those available for 
second interval study, an uncorrelated but not 
independent (see Appendix, Discussions 2 and 
3) estimate of the conditional probability of 
surviving the second period is given corre
spondingly by (M. — r„)/iVu. Successively, the 
estimated conditional probability of surviving 
the (’th interval, provided there has been sur
vival through the i — 1st interval, is given by 
(Nn — ru)/Nu. By serial multiplication of these 
conditional probabilities one obtains the esti
mated nonconditional probability of surviv
ing from the beginning of the study through
the end of the j’th period as n {Nu — Tu)/

Nu, or the nonconditional probability of dying 
as 1 — n (Nu — ru)/Nu. Approximate stand
ard errors can be obtained for such esti
mated death or survival probabilities, permit
ting statistical comparison with other similarly 
obtained estimates.

Suppose that we have, instead, two groups 
of individuals with respective sets of ob
served numbers dying among those at risk, 
in each interval, r„ among Nu and rn among 
Ml. Such data can be represented by several 
2X2 contingency tables, one for each study 
interval of the form

Died Survived Total
Group I rii Nu-ru Nu
Group II rji Nu - rjt Nu

Total Mu Mu Tt
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Using the procedure described by Mantel 
and Haenszel (2), one can compute a one de
gree of freedom (df) continuity-corrected chi 
square (see Appendix, Discussion 4) which per
mits simultaneous comparison over all the con
tingency tables of the differences in death or 
survival probabilities for the two groups. This 
is given by

(|2r„ -2gr„| - V^Y 
^ ~ sUr,.

where the expectations and variance, com
puted conditionally on the separate con
tingency-table marginal totals, are given by

Eru = NMu/T, (2)
Vrn=NuN^MnMJT,^T, -1). (3)

Corresponding to the comparison of observed 
and expected deaths for the two groups.
Mantel and Haenszel (2) also give various
summary formulas for the relative odds of 
death or of survival in an interval. One, in 
particular, would be

'S.ru(Nii — r,i)/Ti
^ - r..)/r.

which can be considered to differ significantly 
from unity whenever chi square is significantly 
large.

By the chi-square formula shown, there is 
a comparison, in each time interval, of the 
number of deaths in the first study group with 
its expectation on the assumption of no dif
ference between the study groups. Any general 
tendency for the death ratesi in the first group 
to be larger, or smaller, than those in the sec
ond group will be self-reinforcing by use of 
the formula with the result that nonsignificant 
differences in the individual time intervals, 
when consistent, can give rise to a highly sig
nificant summary chi square.

It is a characteristic of the summary chi- 
square formula that, when applied to the life- 
table situation, it gives more weight to deaths 
which occur in an early time period than to 
deaths which occur in a later time period. Thus, 
if 2 groups are subject to the same probability 
of surviving through the entire study period, 
the formula will, nevertheless, show excess 
mortality for the group in which deaths oc
curred earlier. (As a simple illustration, con
sider that two groups, of 100 each, both have 
50 deaths. In the first group all deaths occur

in the first of 2 study periods, while for the 
second group all deaths occur in the second 
period. By the formulas given, group 1 will 
show a total of 50 deaths compared with an 
expectation of 41.7, an excess of 20%.) It is 
in this sense that the procedure suggested has, 
as indicated, an implicit survival value func
tion which is reasonable. (However, if there 
is a mixture of annual cohorts, as indicated in 
the Appendix, Discussion 1, there will already 
be a greater weighting for early deaths.) With 
continued observation in time of 2 study 
groups an increasingly significant difference in 
survival patterns may emerge if earlier pat
terns of difference continue. In contrast, if one 
considers only the final survival probabilities 
any possibility for a significant difference dis
appears as the survival proportions for both 
groups approach zero.

Extension of this analytic procedure to 
heterogeneous study groups is immediate. This 
is accomplished by setting up separate life 
tables for various age, race, sex, or other sub
groupings as necessary, perhaps even by an
nual cohorts, and then carrying out the sum
mations indicated in the preceding formulas 
over both the various subgroupings and the 
various study intervals. Extension may be 
made also to the case in which there are more 
than 2 study groups compared. Mantel and 
Haenszel (2) discuss the problem of computing 
chi square with more than 1 df for the case of 
more than two levels for one axis of classifica
tion and give specific formulas for the 2-df 
case. Mantel (3) provides 1-df procedures for 
arbitrarily many, but orderable, levels.

The Continuous Observation Situation and its 
Corresponding Rank Order Statistic

Suppose that in the life-table situation we 
allow the periods of observation to become 
arbitrarily short, and arbitrarily numerous. In 
equation 1 (col. 1) there will be a contribution 
to the numerator and to the denominator of chi 
square only for periods in which deaths occur, 
so that only such periods need be considered. 
Intervals in which there are no deaths or only 
losses to follow-up need not be considered, and 
with sufficiently short-time periods there will 
be one period per death which will require 
consideration.

In equations 1-3 (col. 1), corresponding to 
each death, r« will be 1 or 0 according to
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whether the death is from group 1 or group 2; 
Etu = Nu/Ti and Vr,, = NuNu/T' — Eru{l — 
Etu), where Nn and Nzi are the number of 
survivors in the two groups respectively im
mediately prior to the death in question and T, 
= Nu + iVzi.

In the instance of application of the chi- 
square formula to continuous observation, it 
follows that chi square depends only on the 
ordering in time at which deaths and losses to 
follow-up occur in the 2 groups and is not 
affected by the actual times at which such 
deaths occur. As such it can be recognized to be 
a rank order statistic.

As a rank order statistic, it can be applied 
also in the analysis of data in general, and not 
solely for the analysis of survival data. While 
it is defined when all individual values are 
known, the computation of the rank order 
statistic is also appropriate even though any 
or all three of the following may occur:

1. There is a general point of right-censored 
observation that corresponds to the point of 
termination of observation in a life-table study.

2. There are a variety of points of right- 
censored observation that correspond to the 
individual times of loss to follow-up in a life- 
table study.

3. There are arbitrarily many tied ranks, 
which is essentially the case when, in a life- 
table study, one uses wide enough intervals 
to permit multiple deaths in the same interval.

With these properties, the statistic proposed 
can be used as an alternative rank order pro
cedure in certain problem situations. For ex
ample, it could be used alternatively to the 
procedure proposed by Halperin (4) for taking 
into account both the difference in average 
rank below the point of general censorship, and 
the difference in the proportion of observa
tions above the censorship point. More recently 
Weiler (5) has considered how to combine both 
quantal and quantitative responses, though not 
by ranking procedures. In the examples Weiler 
gives, however, the quantal response can be 
considered to be an extreme quantitative re
sponse, either poorer than the poorest quanti
tative response, or better than the best. This 
would suggest that the situation can be han
dled as a censored data problem, though Weiler 
uses an alternative procedure.

The various extensions cited in the preceding 
section for the standard life table can also be

made for the continuous observation situation^ 
Some question may be raised as to the con^ 
tinuous observation since the individual ex^ 
pectations will ordinarily be small. Mantel an<) 
Haenszel (2), however, assert that the procès^ 
of summation involved in the procedures they 
give can justify the use of chi square, albeif; 
the individual contributions to the total ar^ 
small. It may be, however, that an alternative 
likelihood procedure can be obtained.

In some instances it may be desirable tq 
compute the chi-square statistic beginning af; 
some point later than the start of the study, 
This can be used to minimize the effect of 
postoperative deaths when surgical procedure^ 
are used, or for other reasons.

For that matter, the methodology can bq 
used to incorporate arbitrarily and individually 
left-truncated data, as well as the right-cen
sored data already indicated. Suppose the rec
ords for the first 2 years of a group are lost. 
Survival in the third year and subsequent years 
can nevertheless be evaluated and the data for 
such later periods combined with fuller data 
from other groups. Thus the data for any in
dividual or individuals can be introduced at 
any point into a life-table type of analysis 
without concern as to the size of the initial 
group of whch these individuals are a remnant,

A Second Rank Order Statistic
Suppose a comparative trial of two alterna

tive therapies is conducted and, for purposes 
of describing the alternative rank order sta
tistic, under conditions in which there are no 
losses to follow-up. With the procedures de
scribed, a statistical comparison can be made 
at some predesignated point in time or when 
a predesignated number of deaths occur, which 
may equal Ni + N„ the total number of in
dividuals in the study.

During the course of the study the constant 
accrual of the data would suggest the use
fulness of making statistical comparisons be
fore the actual completion of the study. As 
each item of data is obtained a statistical test 
is done. But for mathematical validity, the 
procedures already described are not satisfac
tory. These procedures will have the nominal 
error probabilities only if employed once rather 
than repeatedly.

A pseudosequential procedure can permit 
this repeated testing while maintaining error 
probabilities. Such a procedure permits deter-
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before all the data are in, whether or 
the final statistic based on all the data will 

py^ve si^ificant. The pseudosequential pro- 
ggjjpre differs from the true sequential in that 

sample size does not vary but is fixed in 
j^^^ance. But there is sequential testing in 
tim®- ^ survival-time study this can be a 
gyg^t advantage. Since the data for the last 

deaths may trickle in rather slowly, it is 
likely that a pseudosequential decision can be 

long before the study would be otherwise 
cort^Plefed. In the Appendix, Discussion 5 the 
j^glmogorov-Smirnov 2-sample statistic (6, 7) 
is ,)sed to exemplify this principle.

jn a comparative trial the pseudosequential 
statistic can be devised in the following man- 
nef: Consider that after each death the chi- 
sqqare statistic is computed, as indicated, and 
as if the study had just terminated. At some 
point in the study this chi square will attain 
a n^aximum, and it is this maximum chi square 
which is the suggested test statistic. The ob
served maximum chi square over the course 
of the study must be judged on the basis of 
the distribution of such maxima. However, if 
a (Critically large maximum chi square is at- 
taifie<i before the termination of the study, 
stai^istical significance can be claimed imme- 
(jiately. And at any point where significance 
ha^ not yet been obtained, it is possible to de- 
terhiine whether there is a chance that a sig
nificant maximum chi square may yet arise. 
This is done by computing the terminal chi 
square which would arise if the remaining 
(feuths were, first, all from one study group, 
an<î then all from the other group.

'J’he distribution of the maximum chi square 
can, in principle, be obtained combinatorially. 
Under the null hypothesis of no difference be
tween the groups there is a total of (N^i 4- 

l/AT, !iVj! equally probable orderings in 
which the deaths may occur. For each such 
ordering a maximum chi square must be com
puted, which permits determining its distri
bution over all the possible orderings. The use 
of this statistic may have to await the compu
tation of such distributions. Monte Carlo pro
cedures, however, may permit determining 
relatively accurate empirical distributions of 
maximum chi square without the need for com
plete enumeration.

4fc 3* 6 5

Although the two rank order statistics con
sidered, the terminal chi square and maximum 
chi square, have been envisaged in connection 
with a survival-time study, the possibility for 
application to other kinds of observations is 
not precluded. Given any two sets of observa
tions, they can be ordered and both terminal 
and maximum chi square computed for testing. 
There is perhaps some special appropriateness 
of the statistics for life data in that both ter
minal and maximum chi-square values are 
computed by ascending from smaller to larger 
values. In some other context a reverse order
ing, giving rise to different chi-square values, 
would be appropriate. In general, other rank 
order statistics, not specifically appropriate to 
the life data, yield the same level of signifi
cance whether increasing or decreasing ranks 
are assigned.

Power Considerations

The procedures described are essentially 
sensitive to how instantaneous death rates or 
probabilities of death in an interval compare 
for the two survival-time distributions. The 
force-of-mortality function for a survival-time 
distribution is given by Z{t) = f{t)dt/{.1 — 
D(t)), where f(t) is the distribution density 
at i, F(t) is the proportion of the population 
dying before t, and 1 — F{t) is the proportion 
surviving beyond t.

It is unlikely that in any real instance in 
which the two force-of-mortality functions, 
Ziit) and Z^(t), differ that any simple rela
tionship exists between them. In principle, 
however, it is possible to determine the power 
of the procedures given for alternatives which 
are expressible in the form Z.(i) = fcZ.(i), 
k ^ 1. This can be accomplished without 
knowledge of the actual forms of the distri
bution functions, since the probability of any 
particular permutation of deaths will depend 
only on k, and the value of the test statistic de
pends only on the permutation observed.

To illustrate, consider that in a study with 
4 subjects in group 1 and 6 subjects in group 
2, the sequence of deaths is

1,1,2,2,1,2,1,2,2,2.

The probability of this permutation is given by 
2k 4 k 3 2 1

Ak+& X 3*-l-6 X 2fc-|-6 X 2*4-5 X 2*4-4 X *4-4 X *4-3 X 3 X 2 X 1
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in which the denominators in each factor re
duce by k with each prior group-1 death and 
by unity with each prior group-2 death. The 

factor numerators simplifies to 
> i For k = l, the probabil
ity tor the permutation reduces to 4Î61/10! 
~ 1, the reciprocal of the
number of equally probable permutations.

Since it is feasible to compute the probabil
ity of all possible permutations under any 
alternative k value, it is possible to determine 
the alternative distribution of the chi-square 
statistics. In turn one can evaluate the proba
bility that with a particular k value a sta
tistically significant chi-square or maximum 
chi-square statistic will arise.

The concept of a constant ratio k between 
two force-of-mortality functions can be shown 
graphically. Consider a graph of the relation
ship between leg (1 — Fi(t)) and t. Suppose 
we make a continuous distortion of the time 
scale, h(t), with the result that log (1 — F, 
(t)) plots linearly on the distorted scale. It 
will then be true that with the distorted scale 
log pjQ^ linearly and
with a negative slope k times as great.

This approach for determining the power 
of the statistical procedures proposed can be 
used more generally to calculate the power of 
other rank order methods for alternatives of 
the kind indicated. In this connection, Lehmann 
(8) has proposed somewhat similar alterna
tives and has recommended their usefulness 
for calculating the power of various nonpara- 
metric procedures.

APPENDIX: Discussion 1
Losses are ordinarily of two kinds. There 

is the true loss to follow-up in which the in
dividual is lost track of and this occurs only 
to a limited extent. The second and more im
portant kind is the administrative loss which 
arises artificially from the study procedure em
ployed. To evaluate survival of a treatment 
group it is customary to combine data for 
several annual cohorts. Suppose there are 10 
such cohorts, one each for 10 successive years. 
In the analysis, all 10 groups are combined for 
evaluating survival in the 1st year after treat
ment; only data for the first 9 groups are avail
able for evaluating 2d-year survival ; only data 
for the first 8 groups are available for evaluat
ing 3d-year survival, and so forth. Take an

individual who entered the study 3 years and 
4 months before the date of the analysis: if 
he were alive at the time of the analysis he 
would be treated as an administrative loss 
during the 4th year and, with most methods 
of analysis, would be considered as having con
tributed a half year of exposure in the 4th 
year.

The following suggestion is made to mini
mize the complications of such administrative 
losses: Only full years (or full-time periods) of 
possible exposure for an individual should be 
counted. Thus, for the 3-year, 4-month person, 
his survival in the first 3 years would be 
counted, but his experience in the 4th year, 
or its first 4 months, would be disregarded, 
whether he survived or died. Only a small 
amount of information would be lost by this 
approach, the last fractional year for each per
son. And the information can be recovered in 
two ways. On réévaluation 8 or more months 
later, the full 4th year’s data would be used. 
Or, if the interval of follow-up was reduced to 
a month, only the last fractional month’s in
formation would be lost. With the device sug-- 
gested, all administrative losses would occur 
at the end of the study intervals.

APPENDIX: Discussion 2
The dependence of the successive estimates 

of the conditional survival or death probabil
ities results only from the number of cases 
involved. Whether there is low or high mor
tality in the 1st year, on the average the pro
portion of Ist-year survivors dying in the 2d 
year will remain the same. But with low mor
tality in the 1st year, there will be more cases 
on which to base 2d-year mortality, permit
ting a more reliable estimate to be made. With 
high Ist-year mortality, the reliability for the 
2d year will be low. (It is true that by more 
diligent care one might keep people alive into 
the 2d year who would otherwise have died 
in the 1st year, thus seeming to produce a 
negative correlation. The negative correlation 
would apply only if we considered diligence 
of care a random variable. If we take the 
estimates as corresponding to the care given, 
the negative correlation disappears.)

APPENDIX: Discussion 3
The assumption that individuals lost during 

the course of a study are no different, except
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for chance, from those remaining for further 
follow-up underlies use of the life-table pro
cedure. In each instance it is important to con
sider whether the assumption holds. Thus in 
the combined cohort approach described in 
Discussion 1, the administrative losses come 
from a different annual cohort than those fol
lowed in the succeeding year. But in combining 
cohorts in the first place, we are making the 
assumption that cohorts show essentially the 
same survival, and such an assumption can be 
open to question. If there are true losses to 
follow-up, it is necessary to consider whether 
such losses show some kind of selection effect.

Use of the life-table procedure to evaluate 
the carcinogenic effects of drugs may illustrate 
more pointedly the nature of the assumption 
made. It is generally the lethal effect of the 
drug tested which obscures its carcinogenic 
effect. Thus, if a test animal should die with
out a tumor, it cannot be known when, or if, 
the animal would subsequently have developed 
a tumor. Treating deaths without tumor as 
losses to observation, the life-table procedure is 
used to estimate the probabilities of tumor 
incidence over the period of observation. The 
question then arises whether animals dying of 
lethal toxic effects are similar to those sur
viving with respect to the incidence of drug- 
induced tumors. On consideration, it is a very 
real possibility that they are not. Animals that 
died may have received effectively higher dos
ages, whether through actual minor variation 
in dose, less rapid elimination of the drug, or 
to a greater dose administered relative to 
some metabolic function of the animal. Alter
natively, these animals may have received ef
fectively lower dosages, the reduction resulting 
from more of the administered dose concen
trating at sites of toxic activity, less at sites 
of carcinogenic activity. For reasons such as 
these, the results of life-table computations 
must be interpreted with caution and taken 
only as first attempts at correcting for the 
obscuring effects of toxicity, rather than as 
completely valid procedures for such correction. 
The procedure will, at least, preclude coming 
to the conclusion that a drug has little car
cinogenic potential when it has been highly 
and rapidly lethal.

APPENDIX: Discussion
Theoretical justification of this combination 

chi-square approach can be seen from the con

sideration of certain orthogonal variables. The 
results of a comparative study, without losses 
to follow-up, can be viewed as giving rise to 
a 2 X (A; -I- 1) contingency table. The entries
in the fth column, i = 1,--- , k, are r,, and
Tti, the respective numbers of deaths in the 
t’th interval. The fc -|- I’st column consists of 
Si and St, the respective k interval survivors. 
All marginal totals of this 2 X (A: -I- 1) con
tingency table will now be considered fixed.

The following orthogonal variables, with de
terminable variances, can now be constructed.

y. = r„ — Ffr.i)
Yt = r,t — E{r,t) \ r.,
Yt = r,3 — E(r,t) \ r„, r„

Yt = Tu — E(r,k) 1 r„, r.,,---- , r,, k.,
This formulation permits computing a A: df 

chi square, sFiVVar Yt. For power purposes, 
however, we compute alternatively a 1 df chi 
square as (sFOVs Var y,.

But it can be readily seen, or shown, that
Yi = rii E \ Til, Tit,--- , Ti, i-i

= T,i — E{tii) I Nil, Nti, Mil, Mti
Thus, except for the continuity correction, 

equation (1) yields the same chi square as 
would consideration of the orthogonal Y vari
ables. Losses to follow-up are handled by in
cluding conditionality on all such previous 
losses, which serve only to increase the num
ber of columns in our contingency table.

APPENDIX: Discussion 5
The Kolmogorov-Smirnov 2-sample statistic 

(6, 7) is used to test the difference between 2 
empirical cumulative distributions. The test 
statistic, which can be evaluated nonparametri- 
cally, is the maximum spread in probability 
between the 2 empirical cumulative distribu
tions when comparison is made at all possible 
points. Suppose that in a comparative trial as 
considered in the text, it is planned to use the 
Kolmogorov-Smirnov test statistic. It will then 
be true that if a large enough difference in the 
empirical survival-time distribution is observed 
during the course of the study, the Kolmo
gorov-Smirnov statistic at the end of the study 
will necessarily be significant. Conversely, if 
the difference has not yet attained significance
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and remains small as the study approaches 
completion, it is possible to determine at some 
point that the final Kolmogorov-Smirnov sta
tistic cannot be significant. Thus the statistic 
can be used pseudosequentially.

For the purposes indicated in this report, 
however, the Kolmogorov-Smirnov statistic is 
unsatisfactory. It is sensitive to the difference 
in 2 cumulative distributions at single points 
in time, rather than to the difference in sur
vival patterns. It is also subject to certain

weaknesses in power. In a large study, clear 
and substantial differences at the tail of 2 
cumulative distributions may fail to be signif
icant because equally large differences can arise 
by chance in the central area. Similar weak
nesses arise in the Kolmogorov-Smirnov 1- 
sample statistic, which is used to compare a 
single empirical distribution with a hypothet
ical distribution. Anderson and Darling (9) 
have considered how such statistics can be 
modified and strengthened.
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