ESTIMATING THE INTENSITY OF INFECTION WITH SCHISTOSOMA JAPONICUM IN VILLAGERS OF LEYTE, PHILIPPINES. PART I: A BAYESIAN CUMULATIVE LOGIT MODEL. THE SCHISTOSOMIASIS TRANSMISSION & ECOLOGY PROJECT (STEP)

HÉLÈNE CARABIN, CLARE M. MARSHALL, LAWRENCE JOSEPH, STEVEN RILEY, REMIGIO OLVEDA, AND STEPHEN T. McGARVEY

Department of Epidemiology and Public Health, Division of Primary Health Care and Public Health, Faculty of Medicine, Imperial College, United Kingdom; Department of Biostatistics and Epidemiology, College of Public Health, University of Oklahoma Health Sciences Center, Oklahoma City, Oklahoma; Department of Epidemiology and Biostatistics, Faculty of Medicine, McGill University, Canada; Department of Infectious Disease Epidemiology, Division of Primary Health Care and Public Health, Faculty of Medicine, Imperial College, United Kingdom; Research Institute for Tropical Medicine, Manila, Philippines; International Health Institute, Brown University, Providence, Rhode Island

Abstract. Intensity profiles for helminths are used to describe population infection status, monitor effectiveness of control programs, and provide accurate data to validate transmission models. This study aims to accurately predict age/gender specific intensity profiles of endemic schistosomiasis japonica infection in the Philippines. Poor sensitivity of the Kato-Katz test and large heterogeneity in infection levels across villages complicate these predictions. Data from 1,989 individuals living in three endemic villages were analyzed with a Bayesian cumulative-logit model adjusting for nonproportional odds, variation between villages, and measurement error. The posterior uncertainty regarding the proportion of individuals in each egg category was high compared with that estimated using a model ignoring measurement error and villages’ heterogeneity. The intensity profiles were very different in children less than 7 years old compared with older children and adults. This model could easily be adapted to other parasitic infections or outcomes where an analysis by category would be recommended.

INTRODUCTION

Schistosoma japonicum is a trematode parasite of enormous public health importance in Asia,1–2 where an estimated 1.5 million individuals are infected and a further 60–75 million are at risk.3 In the Philippines in particular, 6.7 million people are at risk and 1.8 million are considered directly exposed to the parasite.4 Infection with S. japonicum has been linked to increased work loss and decreased physical capacity,5–6 as well as nutritional and cognitive deficits in children.7 The parasite can infect all mammals although there may be variation in their efficiency as definitive hosts.8 Infected mammals contaminate the water with their feces that contain the parasite eggs that infect in turn the intermediate hosts (Oncomelania hupensis quadrasi). Larvae from the parasite are then shed into the water where mammals can get infected. By the very nature of this transmission cycle, it is likely that individuals living in the same local area and sharing common water contact patterns will have a risk of infection more similar than individuals living in different areas. This clustering can lead to heterogeneity in the level and intensity of infection even within relatively small geographical regions, which, in turn, complicates targeting of treatment and prevention programs.

From 1975 to 1997, estimated human schistosomiasis prevalence in the Philippines decreased from 17.3% to reach a new equilibrium of 4.7% due to regular use of praziquantel starting in 1980 combined with both active and passive case detection.4 However, as documented by Aligui and Yu and others,9,10 the sensitivity of the tests used for national schistosomiasis screening is low and decreases with the intensity of infection. Therefore, the true national prevalence is likely to be higher than reported. Regional prevalence estimates have also been shown to be very heterogeneous—varying as a function of geography, ecology, as well as age and sex.11 In addition to the prevalence, an accurate measure of the intensity of infection with S. japonicum is essential to evaluating the transmission dynamics of the infection. This is because individuals more heavily infected will contaminate the environment with more eggs than lightly infected individuals. Also, hepatic morbidity associated with S. japonicum in the Philippines appears to be linked to chronic untreated infections rather than the intensity of infection as observed with Schistosoma mansoni, thus the importance of accurately measuring the intensity of even light infection.12 Finally, the intensity of infection can be used to assess the effectiveness of public health intervention. In effect, the intensity of infection within those affected is an important measure of intervention effectiveness and of the endemic state of an infection; the prevalence alone is not sufficient for public health decision making.13 Misclassifications errors between categories at the extremes of a continuum are not unique to helminthic infections. They can also pose a challenge in other areas of medicine such as, for example, measuring cognitive levels, measuring birth weights to define very and low birth weight babies. Neuhaus14 and Paulino and others15 have adjusted for misclassification errors in research in the area of human papillomavirus (HPV) infection, using methods very similar to those proposed here.

Our objective here is to develop a statistical model to enable reliable prediction, in an endemic situation, of age/gender intensity “profiles” of schistosomiasis infection, adjusting for the measurement error of the Kato-Katz test and acknowledging the potential heterogeneity in infection due, in part, to differing occupational water contact and ecological patterns between communities within the same region. For each age/gender stratum, we predict the probability that an individual is in each of four contiguous egg categories. These four probabilities then make up the intensity profile for that stratum. In addition to providing reliable estimates of schis-
tosisomiasis prevalence in this area, the stratum-specific profile estimates are used subsequently to inform the transmission dynamics.\cite{16}

In the current paper, we adopt a Bayesian model-based approach that has the flexibility to acknowledge all sources of uncertainty. In particular, our model incorporates the uncertainties 1) surrounding the estimates of the sensitivity and specificity of the Kato-Katz test, 2) due to missing covariate data, and 3) due to the heterogeneity in intensity of infection patterns between communities.

MATERIALS AND METHODS

Description of the data. The data were collected as part of an 8-year follow-up study of individuals living in three rural villages in northeastern Leyte, Philippines. The primary objective was to evaluate the impact of an annual community-based case-finding and praziquantel treatment program on the epidemiology and transmission of \textit{S. japonicum}.\cite{17} The villages were specifically chosen to represent different socio-economical and ecological systems. They were also selected to represent the range of prevalence of \textit{S. japonicum} previously observed in the Philippines. Between 1981 and 1988, each villager aged over 1 year was asked to provide one stool sample to the research team for parasitological examination. Individuals found positive were treated with a single dose of praziquantel. Because the goal of the current analysis was to develop a model for the intensity of infection with \textit{S. japonicum} in an endemic situation (no recent previous treatment), only data from the first sampling taking place in November 1981 in two villages and in March 1982 in a third village will be used. At that time, 2,264 individuals provided a stool sample for parasitological examination among whom 275 provided a sample only then, and were therefore never seen again between 1982 and 1988. Those individuals did not differ in their intensity of infection or gender distributions, but compared with the individuals providing more than one stool specimen, those aged between 13 and 21 years from Villages 2 and 3 were overrepresented and were treated less frequently if found positive at the stool examination. Based on this and on the observations of the principal investigator at the time (R.O.), it is suspected that some individuals from other villages may have come to the first examination to get treatment. Therefore, the data analysis will be limited to the 1,989 individuals with more than one parasitological test during the 8-year follow-up.

Parasitological examination. Each stool sample was analyzed with a duplicate 50-mg Kato-Katz thick smear method.\cite{17} Positive samples were independently reviewed by two microscopists. In addition, 10\% of all slides were reviewed by an expert microscopist, with an agreement of over 99\%. The number of eggs found on each slide was multiplied by 10 to obtain an estimate of the number of eggs per gram (epg). The results were divided into four groups of infection: not infected (0 epg), lightly infected (1–100 epg), moderately infected (101–800 epg) and very heavily infected (> 800 epg). We have used a modified classification to the one recommended by the WHO to better reflect the impact of heavily infected individuals on the transmission dynamics of the infection.\cite{18}

The Kato-Katz method has been shown to have a low sensitivity, especially for individuals lightly infected, as reviewed by Aligui.\cite{4} Because it is less likely that a person at least moderately infected would be misclassified by the Kato-Katz test, our model accounts only for misclassification errors between the lowest infection categories (no infection and light infection). Public health control programs in the Philippines still largely rely on the prevalence of infection to decide which villages should be targeted for closer control, so that misclassification between the two lowest categories leads to bias in prevalence estimates with important public health impact. Further, because egg counts follow a negative binomial distribution,\cite{13} most individuals are not infected or very lightly infected, so that most of the misclassification occurs here. It has been shown that \textit{S. japonicum} eggs tend to be more numerous at the surface of the stool than in the center, leading to additional variability if the stool is not stirred before analysis.\cite{19} In a study comparing various methods to adjust prevalence estimates of \textit{S. japonicum}, the sensitivity and specificity of a single stool Kato-Katz analysis were assumed to range between 0.41 and 0.69, and 0.90 and 1.00, respectively. These estimates were based on a review of the literature and allow for error associated with inter-microscopist variation.\cite{9}

Statistical analysis. Individuals were categorized into three age groups: 0–6 years (Age group 1); 7–13 years (Age group 2), and > 13 years (Age group 3). These age categories were chosen to represent groups of homogeneous water contact patterns among young children, school children, and adolescents and adults. The distribution of intensity of infection was similar within age groups over 13 years old.

Full details of the statistical model are presented in the Appendix. Briefly, our outcome is the true but unobserved egg category of each individual in their respective age/sex/village stratum. The outcome is modeled with four values corresponding to epg = 0, 0 < epg ≤ 100, 100 < epg ≤ 800, and epg > 800, respectively, so that we model the probability (\textit{pi}) that an individual is in each egg category. We used a cumulative logit model\cite{20–22} to directly model these cumulative probabilities over the four categories. For example, for individuals in each age/sex/village stratum, we would first look at the probability of being at least slightly infected compared with not being infected. In a second stage, we would look at the probability of being at least moderately infected compared with slightly infected or not infected, and so on. By subtracting probabilities in adjacent categories, the probability for each egg category is available.

Incorporating the misclassification error. As discussed above, the Kato-Katz method can lead to misclassification of samples, and our model was extended to account for this misclassification. Details are given in the Appendix.

Missing values. Twenty individuals had no age data recorded. Evidence from the field and from the nonmissing data from these individuals suggest that this covariate information was missing completely at random, its absence being unrelated to the data we analyzed. We used multiple imputation for the missing ages in relative proportion to the age distribution in the remaining population.\cite{23} The posterior estimates of the intensity profiles fully incorporate the additional uncertainty arising from the missing age values.
The proportional odds assumption. Although relatively flexible in its incorporation of misclassification error and covariate information, the above model makes one particularly strong assumption: that of proportional odds. This means that the effect of each covariate is assumed to be the same across cumulative categories. For example, the odds ratio (OR) of being at least slightly infected (compared with not infected) in young children compared with adults would be exactly the same as the OR of being at least moderately infected (compared with being slightly infected or not infected) in young children compared with adults. This means that being an adult compared with a child has a constant effect on increasing intensities of infection, for example, but this does not appear to be the case. In particular, the odds of having egg count greater than a particular category in individuals in young children (0–7) relative to older children or adults appears to differ markedly as a function of the intensity of infection. The proportional odds assumption, however, does appear reasonable with respect to gender (data not shown). Therefore, the proportional odds assumption was relaxed for the effect of age on the intensity of infection (see the Appendix for details).

Prior distributions. In any Bayesian analysis, information in the data is combined with any information about parameter values known prior to analysis of the current data set. When little information is available, non-informative prior distributions can be used, which in practice mean that the information in the data will dominate any final inferences. We used non-informative prior distributions for almost all parameters in our model, but there is little information in the study data about the sensitivity and specificity of the Kato-Katz test. We therefore used informative prior distributions for these two parameters, and assessed the sensitivity of our results to alternative prior distributions reflecting more optimistic and more pessimistic views regarding the performance of the test. In particular, we assumed the sensitivity of the Kato-Katz test, to have a mean of 0.55, and 99% Bayesian Credible Interval (BCI; Bayesian analogue of standard confidence intervals) of 0.41, 0.69. For the specificity, we assumed a mean of 0.95 and 99% BCI of 0.87, 1.00. As a robustness check to these prior assumptions, we used an “optimistic” prior with mean sensitivity 0.65 (99% BCI: 0.51, 0.77) and mean specificity 0.99 (99% BCI: 0.95, 1.00). In contrast, the pessimistic priors assume the sensitivity has mean 0.45 (99% BCI: 0.32, 0.58) and the specificity has mean 0.86 (99% BCI: 0.79, 0.95). The variation in results across these three different prior distributions (displayed in Figure 1) will reflect how dependent our results are on the choice of prior.

Estimation. Inferences are based on the joint posterior distribution of the model unknowns, as given in the appendix. The posterior distribution is analytically intractable and so we use Markov chain Monte Carlo (MCMC) methods, specifically the Gibbs sampler, to obtain samples from the marginal posteriors of the parameters. (See Gilks and others and references therein for a description and properties of the algorithm.) All computations have been carried out in WinBUGS and are based on 10,000 iterations following convergence.

Prediction and model verification. We obtained predictions of the patterns of intensity by age and gender, adjusted for known misclassification error and the variability between villages by using the MCMC samples plugged into the relevant
prediction equations from our model. In this way, we are not only able to predict patterns likely to be seen in the future if our model is correct, but we are also able to compare these predictions from our model to the actual data we observed, as a further check on the validity of our model. Full details are provided in the Appendix.

RESULTS

Figure 2 shows the predicted probabilities of being in each egg category by age and sex after adjusting for known misclassification error and acknowledging the heterogeneity in infection patterns between villages. The posterior uncertainty regarding the proportion of individuals in each egg category, as indicated by the width of the 95% BCI in the left full lines, is considerably higher than that estimated under a model which ignores the measurement error and heterogeneity between villages, indicated by the dotted lines. We believe that the former better reflects what is in fact known about the underlying state of the infection. The largest 95% BCIs are seen with the first two egg categories, which is to be expected as this is where the misclassification occurs. These estimates will be used to inform our model for the transmission dynamics. Since there is still much unknown about the dynamics of schistomiasis japonica, it is important that potential transmission mechanisms are not ruled out simply because they are not consistent with overly precise, biased estimates. For subjects 0–6 years old, the point estimates under the different approaches are similar (Figure 2) but for the 7–12 years and the > 13 years age groups, acknowledging the misclassification error, and between village heterogeneity, results in a decreased estimate of the probability of being uninfected and an increased probability of being lightly infected.

As illustrated in Figure 3, we observed no clinically important changes in our estimates when we used optimistic and pessimistic priors compared with the results reported above for our initial priors. All three priors result in very similar point estimates for the probability of infection in each age and sex stratum. The optimistic priors result in slightly narrower 95% BCI, simply because it has more precise values initially. Therefore, our results are robust across a reasonable range of prior information on the sensitivity and specificity of the Kato-Katz test. In the sequel, only results using these initial priors will be presented.
Table 1 illustrates the odds ratios between epg categories comparing the three different age groups. These crude comparisons clearly indicate that the proportional odds assumption is not met when comparing age groups. A number of interesting observations emerge from examining the odds ratios (ORs) presented in Table 2. The ORs for sex and village are roughly proportional, whereas the ones for age change according to the intensity of infection, which reflects the non-proportionality of the odds. The ORs for age reflect what was seen in Table 1 with the crude estimates, which is that those 0–6 years old are less infected than older individuals except when heavily infected. It also reflects that those 13+ years old have the same ORs compared with those 7–12 years old across epg categories. There is some evidence for a gender effect, with the OR being below 1, indicating a global shift of probability toward lesser intensities among females. Also ap-

<table>
<thead>
<tr>
<th>Category</th>
<th>Reference</th>
<th>epg &gt; 0*</th>
<th>epg &gt; 100†</th>
<th>epg &gt; 800‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age 0–6</td>
<td>Age 7–12</td>
<td>0.06</td>
<td>0.28</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>Age 13+</td>
<td>0.00</td>
<td>0.29</td>
<td>0.88</td>
</tr>
<tr>
<td>Age 7–12</td>
<td>Age 13+</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>Female</td>
<td>Male</td>
<td>0.82</td>
<td>(0.65, 1.05)</td>
<td>(0.65, 1.05)</td>
</tr>
<tr>
<td>Village 2</td>
<td>Village 3</td>
<td>1.30</td>
<td>(0.96, 1.81)</td>
<td>(0.96, 1.81)</td>
</tr>
<tr>
<td>Village 1</td>
<td>Village 3</td>
<td>0.42</td>
<td>(0.28, 0.63)</td>
<td>(0.28, 0.63)</td>
</tr>
</tbody>
</table>
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Table 2

Table 2

<table>
<thead>
<tr>
<th>Category</th>
<th>Reference</th>
<th>epg &gt; 0*</th>
<th>epg &gt; 100†</th>
<th>epg &gt; 800‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age 0–6</td>
<td>Age 7–12</td>
<td>0.06</td>
<td>0.28</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>Age 13+</td>
<td>0.00</td>
<td>0.29</td>
<td>0.88</td>
</tr>
<tr>
<td>Age 7–12</td>
<td>Age 13+</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>Female</td>
<td>Male</td>
<td>0.82</td>
<td>(0.65, 1.05)</td>
<td>(0.65, 1.05)</td>
</tr>
<tr>
<td>Village 2</td>
<td>Village 3</td>
<td>1.30</td>
<td>(0.96, 1.81)</td>
<td>(0.96, 1.81)</td>
</tr>
<tr>
<td>Village 1</td>
<td>Village 3</td>
<td>0.42</td>
<td>(0.28, 0.63)</td>
<td>(0.28, 0.63)</td>
</tr>
</tbody>
</table>

For variables gender and village, the proportional odds assumptions was met, meaning that the effect of these covariates remains constant across cumulative epg categories. epg, eggs per gram.
parent is the heterogeneity between villages. Relative to Village 3, the odds of infection (of any intensity) are lower in Village 1 (OR = 0.42, 95% BCI: 0.28, 0.63) and possibly raised in Village 2 (OR = 1.30, 95% BCI: 0.96, 1.81).

As Figure 2 and Table 2 show, the epg profiles do not present clinically important differences in individuals aged 7 years and above of the same gender. However, a very different pattern of intensity of infection is estimated in infant and young children (0–6 years old).

**Model validity.** The lines in Figure 4 shows the median posterior predictions with their 95% BCI of the epg categories stratified by age and village for females. The crosses show the crude observations of these estimates. A similar picture emerges for males (not shown). These predictions are obtained by conditioning on both the cumulative logit model, the misclassification error model and the demographic composition of the villages (through the nonproportional odds component of the model)—they are, therefore, what we would expect to have observed “on the ground” if our model were correct. Even though we should expect some observations to fall outside the 95% BCI due to the poor sensitivity of the single stool Kato-Katz test, most observations do not differ greatly in practical terms. Hence, the model appears to well capture the overall pattern of infection intensity across the age groups.

**DISCUSSION**

Intensity profiles for helminthic infection provide an easily interpretable summary of the intensity of infection within a given population and can be used to monitor the effectiveness of control programs or to provide accurate data to validate dynamic transmission models. This model could easily be adapted to other infections with macro parasites or outcomes where an analysis by category would be easier to interpret and where misclassifications errors are likely (e.g., onchocerciasis, malaria, insulin levels, birth weights, gestational ages, etc.).

The intensity profiles themselves can be derived in a number of ways. One approach is to assume a distributional form, say negative binomial, for the raw egg counts of individuals within a specific risk category, and then compute the required probabilities conditional on this assumption. The latter reduces to computing the proportion of the distribution between appropriate cut-points—in our case (0, 1, 100, 800). Rather than assuming a distributional form for the egg counts, we prefer to model the probabilities directly. As well as affording a little more flexibility in the form of the underlying intensity profiles, the major advantage of this approach in the current context is the ease with which the misclassification error can be incorporated. Our model was robust to the
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*Figure 4.* Observed prevalence of schistosomiasis japonicum within each egg category and age stratum for women (cross) and median posterior predictive estimates and 95% Bayesian credible interval (95% BCI) of the same quantities under the nonproportional odds model (bars). The three bars within each stratum represent the predictive distributions for each of Village 1 (full circle, left line), Village 2 (empty circle, middle line), and Village 3 (empty square, right line).
use of different prior distributions to adjust for the measurement error of the single stool Kato-Katz examination. Although widely advocated in the statistical literature, this is the first time (to our knowledge) that this specific approach has been adopted in the context of intensity of helminthic infections (a medline search with MeSH terms “helminthes” and “parasite egg count” found 3,314 publications, none of which had used this approach).

Cumulative logit models can be fitted within the classic estimation framework, see Agresti and Natarajan for details, but we find the Bayesian approach more attractive for a number of reasons. First, inferences do not rely on asymptotic arguments that break down in the face of sparse data. In addition, the Bayesian approach does not demand the maximization of complex likelihoods and so many models not estimable using a classic approach become feasible using a Bayesian approach. Most importantly, however, it affords far greater flexibility, allowing us to extend our model to acknowledge appropriately the clustering of infection within villages and the misclassification error inherent in the Kato-Katz test. Others have also used a Bayesian generalized linear model to adjust for similar misclassification errors, and Neuhaus has shown that not adjusting for such errors can lead to bias not only in the prevalence estimates, but also to the regression coefficients themselves. In parasitology, adjusting for misclassification error for estimating the prevalence of helminthic infection has been used in a few instances in human epidemiologic studies and veterinary epidemiologic studies, but not in combination with multivariate regressions or for prediction purposes.

Our model confirms the frequently observed higher prevalence of infection in males and agrees for what had been reported for Schistosoma mansoni in the Philippines and China. This is most likely due to the fact that, in this population, females have less water contact than males. However, the odds of infection in males compared with that in females are the same for all intensity of infection thresholds. In other words, males are consistently 22% more likely to be at least lightly infected, at least moderately infected or at least heavily infected compared with females. Thus, even though males are in general more infected than females, the distribution of individuals in each intensity of infection group is similar for the two genders. It may be that males and females progress through heavier intensities of infection with a similar rate. This was not the case when age groups were compared. The intensity and prevalence of infection increased with age, which is also consistent with what has been reported from the Philippines and China. However, the rate with which the intensity of infection increases is different between very young children (0–6 years old) and older children and adults. Young children are less likely than older age groups to be infected or at least moderately infected, but the odds of being heavily infected (compared with non-heavily infected) is similar in all age groups. This may be because there are only a very small number of heavily infected individuals in all age groups. It also shows that infection really starts occurring between the ages of 7 and 13 years and remains similar afterwards. This is consistent with the usually observed increase in intensity and prevalence of infection in teenagers followed by a plateau. Again, this age difference is most likely due to differences in the frequency of water contacts but could also be linked to puberty.

Despite the advantages outlined above, there are a number of limitations to our analysis within the specific context of the Leyte example. First, we have assumed misclassification occurs only between egg classes 1 and 2, although the model could be extended to allow more complex misclassification error mechanism. This choice was based on the experience that, in parasitological analysis, identifying a few eggs is always more challenging than counting several eggs. However, there may still be some errors between the other categories of egg counts, even though we believe that these would be minor. In a study on Schistosoma mansoni conducted in Burundi, it was clearly shown that the estimates of prevalence of moderate and heavy infections remained very similar when stools were sampled at days 1, 3, 5, 8, 10, 32, and 37, whereas the cumulative prevalence of light infection increased from 29.5% in Day 1 to 45.9% in Day 37. Second, our estimation framework, see Agresti and Natarajan for description of our statistical model, does not adjust for misclassification error of the single stool Kato-Katz examination. Others have also used a Bayesian generalized linear model to adjust for similar misclassification errors, and Neuhaus has shown that not adjusting for such errors can lead to bias not only in the prevalence estimates, but also to the regression coefficients themselves. In parasitology, adjusting for misclassification error for estimating the prevalence of helminthic infection has been used in a few instances in human epidemiologic studies and veterinary epidemiologic studies, but not in combination with multivariate regressions or for prediction purposes.

Our model confirms the frequently observed higher prevalence of infection in males and agrees for what had been reported for Schistosoma mansoni in the Philippines and China. This is most likely due to the fact that, in this population, females have less water contact than males. However, the odds of infection in males compared with that in females are the same for all intensity of infection thresholds. In other words, males are consistently 22% more likely to be at least lightly infected, at least moderately infected or at least heavily infected compared with females. Thus, even though males are in general more infected than females, the distribution of individuals in each intensity of infection group is similar for the two genders. It may be that males and females progress through heavier intensities of infection with a similar rate. This was not the case when age groups were compared. The intensity and prevalence of infection increased with age, which is also consistent with what has been reported from the Philippines and China. However, the rate with which the intensity of infection increases is different between very young children (0–6 years old) and older children and adults. Young children are less likely than older age groups to be infected or at least moderately infected, but the odds of being heavily infected (compared with non-heavily infected) is similar in all age groups. This may be because there are only a very small number of heavily infected individuals in all age groups. It also shows that infection really starts occurring between the ages of 7 and 13 years and remains similar afterwards. This is consistent with the usually observed increase in intensity and prevalence of infection in teenagers followed by a plateau. Again, this age difference is most likely due to differences in the frequency of water contacts but could also be linked to puberty.

Despite the advantages outlined above, there are a number of limitations to our analysis within the specific context of the Leyte example. First, we have assumed misclassification occurs only between egg classes 1 and 2, although the model could be extended to allow more complex misclassification error mechanism. This choice was based on the experience that, in parasitological analysis, identifying a few eggs is always more challenging than counting several eggs. However, there may still be some errors between the other categories of egg counts, even though we believe that these would be minor. In a study on Schistosoma mansoni conducted in Burundi, it was clearly shown that the estimates of prevalence of moderate and heavy infections remained very similar when stools were sampled at days 1, 3, 5, 8, 10, 32, and 37, whereas the cumulative prevalence of light infection increased from 29.5% in Day 1 to 45.9% in Day 37. Second, our estimation framework, see Agresti and Natarajan for description of our statistical model, does not adjust for misclassification error of the single stool Kato-Katz examination. Others have also used a Bayesian generalized linear model to adjust for similar misclassification errors, and Neuhaus has shown that not adjusting for such errors can lead to bias not only in the prevalence estimates, but also to the regression coefficients themselves. In parasitology, adjusting for misclassification error for estimating the prevalence of helminthic infection has been used in a few instances in human epidemiologic studies and veterinary epidemiologic studies, but not in combination with multivariate regressions or for prediction purposes.

Our model confirms the frequently observed higher prevalence of infection in males and agrees for what had been reported for Schistosoma mansoni in the Philippines and China. This is most likely due to the fact that, in this population, females have less water contact than males. However, the odds of infection in males compared with that in females are the same for all intensity of infection thresholds. In other words, males are consistently 22% more likely to be at least lightly infected, at least moderately infected or at least heavily infected compared with females. Thus, even though males are in general more infected than females, the distribution of individuals in each intensity of infection group is similar for the two genders. It may be that males and females progress through heavier intensities of infection with a similar rate. This was not the case when age groups were compared. The intensity and prevalence of infection increased with age, which is also consistent with what has been reported from the Philippines and China. However, the rate with which the intensity of infection increases is different between very young children (0–6 years old) and older children and adults. Young children are less likely than older age groups to be infected or at least moderately infected, but the odds of being heavily infected (compared with non-heavily infected) is similar in all age groups. This may be because there are only a very small number of heavily infected individuals in all age groups. It also shows that infection really starts occurring between the ages of 7 and 13 years and remains similar afterwards. This is consistent with the usually observed increase in intensity and prevalence of infection in teenagers followed by a plateau. Again, this age difference is most likely due to differences in the frequency of water contacts but could also be linked to puberty.

APPENDIX: DESCRIPTION OF OUR STATISTICAL MODEL

Let \( t_{ij} \) denote the true but unobserved egg category of individual \( j \) in age/gender stratum \( i \) (i.e., strata 1–3 and 4–6, respectively, categorize men and women in Age groups 1–3), and let \( X_{ij} \) denote the associated vector of individual-specific covariates, \( i = 1, \ldots, 6, j = 1, \ldots, N_i \), where \( N_i \) is the number of subjects in stratum \( i \). For example, an 8-year-old boy from Village 1 would be in age-gender stratum \( i = 2 \) with vector covariates age group = 2, gender = 0, and village = 0. The response variable can take one of four values 1, 2, 3, or 4 corresponding to epg = 0, 0 < epg ≤ 100, 100 < epg ≤ 800, and epg > 800, respectively. We model the probability (\( \pi_{ijk} \)) that individual \( j \), stratum \( i \), is in egg category \( k \) given their covariates, \( X_{ij} \), represented by

\[
\pi_{ijk} = \Pr(t_{ij} = k | X_{ij}), \quad i = 1, \ldots, 6, \quad j = 1, \ldots, N_i, \quad k = 1, \ldots, 4
\]

We use a hierarchical cumulative logit model to directly model the cumulative probabilities,

\[
q_{ijk} = \Pr(t_{ij} > k | X_{ij}) = \sum_{k=1}^{4} \pi_{ijk}
\]

where \( q_{ijk} \) denotes the probability that individual \( j \), stratum \( i \) has egg load greater than that defined by category \( k \). At the first level of our hierarchical model, we assume a linear model for the logits of these cumulative probabilities,

\[
\text{logit}(q_{ijk}) = \log\left(\frac{q_{ijk}}{1 - q_{ijk}}\right) = \mu_k - \theta_k
\]

where the \( \theta_k \) are such that \( \theta_k > \theta_{k+1} \), \( k = 1, \ldots, 4 \) and \( \theta_0 = -\infty \), and where \( \mu_k \) is the overall mean within each category. Because infection intensity varies with age, gender and village, at the second level of our hierarchical model, we set

\[
\mu_k = \mu_k + \alpha_a + \alpha_g + \alpha_v
\]

where \( \alpha_a \), \( \alpha_g \), and \( \alpha_v \) are the age, gender and village effects.
\[ \mu_{ij} = \alpha + \beta_1 x_{ij} + \gamma y_{ij} + \delta_i \delta_j + \epsilon_{i,j} \]  
where \(i = 1, \ldots, 6; \ alpha = 1, 2, 3; \ gamma = 1, 2, 3; \) and \( I_{i,j} \) is an indicator function that takes the value 1 if the logical expression in brackets is true, and zero otherwise. Age group 1 and Village 3 are taken as the baseline, giving \( \beta_1 = 0, \delta_i = 0. \) As an example, the probability that the 8-year-old boy from Village 1 is at least lightly infected \( (k > 1) \) would be given by \[ \logit^{-1}(\alpha + \beta_1 + \delta_i - \theta_k). \]

**Incorporating the misclassification error.** Let \( y_{ij} \) denote the recorded (observed) egg category of individual \( j \), stratum \( i \), and \( \Psi \) and \( \Phi \) the specificity and sensitivity of the Kato-Katz test, respectively. Modeling misclassification between categories 1 and 2, we have

\[
\begin{align*}
Pr(y_{ij} = 1) &= Pr(y_{ij} = 1 | t_{ij} = 1) \pi_{ij1} + Pr(y_{ij} = 2 | t_{ij} = 1) \pi_{ij2} \\
&= \Psi \pi_{ij1} + (1 - \Phi) \pi_{ij2} \\
Pr(y_{ij} = 2) &= Pr(y_{ij} = 2 | t_{ij} = 1) \pi_{ij1} + Pr(y_{ij} = 2 | t_{ij} = 2) \pi_{ij2} \\
&= (1 - \Psi) \pi_{ij1} + \Phi \pi_{ij2} \\
Pr(y_{ij} = 3) &= \pi_{ij3} \\
Pr(y_{ij} = 4) &= \pi_{ij4}
\end{align*}
\]

**Relaxing the proportional odds assumption.** One way to incorporate non-proportional odds is to allow the cut points \( \theta_k \) to vary with age. Specifically, we allow independent cut points \( \theta_k \) for Age group 1 (0–6 years), where \( \theta_{kj} \) to ensure the model is identifiable. Consider individuals \( L \) and \( M \). Under our model, the ratio of their respective odds of being in egg category greater than \( k \) is now a function of \( k \) and so varies across cumulative categories,

\[
O_{R} = \frac{Pr(t_{iM} > k | (1 - Pr(t_{iM} > k)))}{Pr(t_{iL} > k | (1 - Pr(t_{iL} > k)))} = \exp(\logit(q_{iL,M}))
\]

\[
= \exp(\alpha + \delta_i - \theta_k) - (\alpha + \beta_2 + \delta_i - \theta_k)
\]

**Prior distributions.** As discussed in our “Materials and Methods” section, informative prior distributions are specified for \( \Psi \) and \( \Phi \), reflecting the available \( a \ priori \) knowledge. Specifically, we used

\[
\Psi \sim Beta(72, 4)
\]

\[
\Phi \sim Beta(52, 44)
\]

As these priors will not be significantly updated by our data, we assess the sensitivity of our results to alternative prior hypotheses reflecting more optimistic and more pessimistic views regarding the performance of the Kato-Katz test. Specifically, the optimistic priors \( (\Psi \sim Beta(100, 1), \Phi \sim Beta(25, 30)) \) reflect a view that the sensitivity has mean 0.65 and the specificity has mean 0.99. In contrast, the pessimistic priors \( (\Psi \sim Beta(100, 14), \Phi \sim Beta(42, 51)) \) assume the sensitivity has mean 0.45 and the specificity has mean 0.86. These priors are displayed in Figure 1.

To complete the model specification, we assume diffuse \( N(0, 10^3) \) hyper-priors for each of the model unknowns: \( \gamma, \alpha, \delta_i, \delta_j, \beta_1 \) and \( \beta_2 \). The cut-points are assumed \( a \ priori \) to be uniformly distributed over a wide range, bounded above or below (as appropriate) by zero to ensure the strict ordering \( \theta_1 < \theta_2 < \theta_3, \theta_1, \theta_2 \sim U[-10, 0], \theta_1, \theta_2 \sim U[0, 10] \).

**Estimation.** Inferences are based on the joint posterior distribution of the model unknowns,
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