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Preface

The rapid accumulation of biomedical information and the tremendous
pace of technological advancement have combined to make decisions about
patient management increasingly difficult for the practicing clinician. The
multiplication of competing therapies and the availability of several differ-
ent technologies for the management of the same condition greatly compli-
cate decision making at both the individual and the policy level. Hence, the
need to develop guidelines for clinical practice and to set priorities for
healthcare funding is pressing. However, the volume and complexity of medi-
cal information thwarts attempts to make firm recommendations about what
should and should not be done and what should and should not be paid for.1

The overall objective of this book is to meet the growing challenge of
making sense of what is known in order to maximize the utility of medical
knowledge. Surgeons, in particular, are at the forefront of healthcare profes-
sionals that are faced with enormous challenges related to the rapidly chang-
ing technology landscape. This book is intended for the practicing surgeon,
and hence many of the examples we provide are drawn from the surgical
literature. However, it is fair to say that clinicians of every specialty will find
it exceedingly useful.

The book is designed to offer practical insights into the essentials of an
epidemiological, statistical and outcomes-based approach to surgical prac-
tice. Drawing on each of these essential ingredients, surgeons are invited to
begin to develop the requisite skills that will allow them to communicate
and collaborate effectively with their colleagues in epidemiology and biosta-
tistics in order to develop an optimized approach to patient care—one not
only grounded in biomedical science, but in sound evaluative science as well.

We begin with an introduction to epidemiology, the study of disease fre-
quency in human populations. In Chapter 1, Epidemiologic Methods for Sur-
gery, Jean-François Boivin and Alan Barkun discuss epidemiologic methods
that are useful in addressing a broad range of questions including the deter-
mination of the prevalence and incidence of disease, the identification of
risk factors, the assessment of prognosis in sick subjects, and the determina-
tion of the effectiveness of treatments.

With this foundation, Lawrence Joseph moves on to address basic notions
of both descriptive and inferential statistics in Chapter 2, Introduction to
Biostatistics: Describing and Drawing Inferences from Data. The reader is pro-
vided with an explanation of the logic behind common statistical proce-
dures seen in the medical literature, the correct way to interpret the results,
and what the drawbacks might be. A special feature is the introduction of
Bayesian inference as a strong alternative to standard frequentist statistical



methods, both for its ability to incorporate the available prior information
into the analysis, and because of its ability to address questions of direct
clinical interest.

The interpretation of the literature that is concerned with the evaluation
of diagnostic tests and the translation of that information into a form that is
easily applicable to a clinical scenario is obviously critical to decision making
in clinical practice. In Chapter 3, Interpretation of Diagnostic Tests, Joseph
Romagnuolo, Alan Barkun and Lawrence Joseph introduce several concepts
relating to diagnostic tests and provide examples that demonstrate how these
can be used in day-to-day practice.

In Chapter 4, Primer on Clinical Trials, Robin McLeod begins to address
the question of how one chooses between therapeutic options in her discus-
sion of the randomized clinical trial—often the best trial design for compar-
ing two medical therapies. In this Chapter she discusses the considerations
in designing a randomized clinical trial with reference to some of the special
issues in surgical trials and issues related to trial administration.

Univariate statistical techniques, which describe or draw inferences about
the characteristics of a single variable or measurement, are limited since we
are often interested in drawing inferences relating to two or more variables,
or about the effect of one variable on outcome, while adjusting for other
confounding factors. In Chapter 5, Linear and Logistic Regression Analyses,
Robert Platt introduces two primary methods for analysis of multivariate
data. These methods allow for the analysis and prediction of continuous or
dichotomous outcomes as a function of other variables.

Another broad range of important issues in surgery relates to statistical
inference about the probability distribution of the time from some well
defined origin until some well defined event. This is the subject of Chap-
ter 6, Survival Analysis, in which David Wolfson and Emil Cyr M’Lan dis-
cuss methods that are applicable to many different types of outcomes,
including “time to remission”, “length of postoperative hospital stay”, “time
to recurrence of disease”, “time free of pain”, “time to failure (of a prosthetic
valve)” and of course “time to death”. The Chapter is intended to provide a
non-technical overview of survival analysis in order to provide a basis for
informed consultation with a biostatistician when the need arises.

Ideally, one should consider all of the available information about any
issue before making any clinical decisions. Meta-analysis is helpful in syn-
thesizing the information about a particular medical issue via statistical analy-
sis, especially when more than one study has been carried out that relates to
the question of interest. In Chapter 7, A Brief Introduction to Meta-Analysis,
Lawrence Joseph provides an overview of the various methods that have



been used in meta-analysis, as well as several of the problems and biases that
are difficult to avoid in carrying out a meta-analysis, and how these can be
minimized.

Decision analysis attempts to model the possible outcomes from an action.
In Chapter 8, Decision Analysis, Alan Barkun, Neena Abraham and Lawrence
Joseph describe and discuss the basic principles of decision analysis, includ-
ing decision tree construction, elicitation of probabilities for events in the
tree, utility scores for clinical outcomes, cost-effectiveness data and sensitiv-
ity analysis to all of these inputs.

In addition to trying to select the best therapy based on effectiveness, in
the current era of fiscal restraint and limited resources, it is increasingly
important to examine the relationship between effectiveness and cost. In
Chapter 9, Pharmacoeconomics, Pierre MacNeil and Lawrence Rosenberg
provide an introduction to the application of the principles of health eco-
nomics to the evaluation of therapy. In short, pharmacoeconomics identi-
fies, measures and compares the costs and consequences of use of products
and services to the health care system. A structured approach is presented
with the aim of providing the clinician a basis for understanding the issues
involved.

The discussion of costs, introduced in Chapter 9, is developed in greater
detail by Ralph Crott in Chapter 10, The Costing of Medical Resources. The
purpose of this Chapter is to provide an introduction to how the costs for
medical resources are determined and thereby provide the reader with
information that can be applied in day-to-day clinical practice. Those deal-
ing with cost-effectiveness analysis, as well as hospital administrators should
find this a particularly important Chapter.

Advances in computer technology in recent years have provided the tools
by which large databases or registries could be used in clinical research. Dis-
ease registries have been implemented, in part, in response to the need for
continuous improvement of the health care provided to specific patient popu-
lations. Continuous quality improvement requires that data on the treat-
ment and outcome of patients are collected in sufficient detail and continu-
ity in order to allow the evaluation of the impact of interventions. In
Chapter 11, Databases and Registries, John Sampalis describes the essential
requirements and steps in developing a disease registry.

Outcome is defined as a natural result or consequence. Although not stated
explicitly, the definition implies that an outcome occurs after some action is
taken. In recent years there has been an unprecedented growth in interest in
measuring and understanding the outcomes of medical interventions; and
surgeons have long been interested in using outcomes to measure quality of



care. In Chapter 12, Do-It-Yourself Outcomes: Using Outcomes in Clinical
Practice to Assess and Improve Quality of Care, Lianne Feldman and Jeff Barkun
discuss how individual clinicians can design a program in which outcomes
data are used in everyday clinical practice to improve quality of care. They
emphasize that using outcomes information to help answer patients’ ques-
tions about effective treatments is the way of the future—and the future
is now.

Proper use of new and innovative technology requires that as much data
as possible is obtained in order to remove uncertainty from the decision-
making process. In Chapter 13, Diffusion of Technology, Alan and Jeffrey
Barkun bring together many of the issues that were touched upon in preced-
ing Chapters, including trial design, evaluation of efficacy vs. effectiveness,
cost, and outcomes. There is little doubt that health care today is driven
largely by technology. In this Chapter, the authors examine why new tech-
nologies need to be evaluated and how new technology is adopted.

In summary, this book introduces a population-based approach to the
practice of surgery. It is only through such an orientation that you will be
able to make informed decisions about what is best for your patients and for
the health care system in which you operate. For many, this will represent a
new journey of discovery. You will need to learn from the fields of epidemi-
ology and public health, statistics, economics and management. As such,
this book represents a complete course on research methods for surgeons.
Taken as a whole, it offers a comprehensive introduction to all major topics
of interest to a clinician who wants to intelligently read the literature or start
his or her own research program.

After the foundations in epidemiology and biostatistics are laid in Chap-
ters 1 and 2, the remainder of the book can be read in any order. Thus it is
useful both as a textbook for a comprehensive course on research methods
for surgeons and other clinicians, and as a reference on specific topics. No
matter what approach you may take, it is our sincere hope that you will
come away with practical knowledge about the application of new analytical
tools that you can use to assess and improve your own clinical activities and
research.

Selected Readings
1. Petitti DB. Introduction. In: Petitti DB, Meta-Analysis, Decision Analysis and Cost-

Effectiveness Analysis. New York: Oxford University Press 1994:3-14.

Lawrence Rosenberg, Lawrence Joseph, Alan Barkun
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CHAPTER 1
CHAPTER 1

Surgical Arithmetic: Epidemiological, Statistical and Outcome-Based Approach to Surgical Practice,
by Lawrence Rosenberg, Lawrence Joseph, and Alan Barkun. ©2000 Landes Bioscience.

Epidemiologic Methods for Surgery

Jean-François Boivin and Alan Barkun

Epidemiology is the study of disease frequency in human populations. Examples
of populations of interest to epidemiologists include the residents of a city, the
employees of a hospital, or groups of patients with specific diseases. Epidemiologic
methods are useful to address a broad range of questions concerning such popula-
tions, including the determination of the prevalence and incidence of disease, the
identification of risk factors, the assessment of prognosis in sick subjects, and the
determination of the effectiveness of treatments. This Chapter considers applica-
tions of epidemiology to surgical practice and research.

Descriptive Epidemiology
Descriptive epidemiology is the study of the distribution of disease frequency in

terms of variables of time, place, and characteristics of persons. Table 1.1 gives an
example of descriptive statistics concerning the incidence of ectopic pregnancy in
the United States.1 Incidence rates are presented by year, age, and region of the
country. An almost fourfold increase in the risk of ectopic pregnancy was seen between
1970 and 1987. The risk increased with age but did not vary much by region of the
United States. The authors discussed several hypotheses to explain the observed
increase in the rate of diagnosis of ectopic pregnancy over time. One possibility is
that frequency of diagnosis of ectopic pregnancy may have increased due to the use
of hormone assays for pregnancy confirmation and more sensitive ultrasound imag-
ing. It may also be hypothesized that the increase in risk of ectopic pregnancy was
real and not simply due to better diagnostic tests. Various hypotheses about the
nature of causal risk factors which may be responsible for this increased frequency
may be formulated. The 1970s and 1980s corresponded to a time of changes in
contraceptive and sexual practices, which were themselves accompanied by a rise in
the incidence of certain gynecologic infections and complications. A specific etio-
logic hypothesis is that a prior history of salpingitis represents a risk factor for ec-
topic pregnancy and this question has been addressed by various investigators.
Westrom, for example, estimated that ectopic pregnancy occurs 5-10 times more
frequently among women with a prior history of salpingitis.2 Nederlof et al on the
other hand, did not find a correlation between ectopic pregnancy rates and salpingi-
tis rates in the United States population, which suggests that other explanations for
the epidemic rise in the diagnosis of ectopic pregnancy must be sought.1 This illus-
trates how descriptive epidemiologic data may lead to the formulation of specific
hypotheses about disease etiology. The converse may also be true: specific causal
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factors may be suggested on the basis of other research such as animal work, clinical
observations, or other types of epidemiologic studies, and these hypotheses can some-
times be assessed in the light of descriptive information.

Analytic Epidemiology
Most of the research in epidemiology focuses on etiologic or causal hypotheses.

A distinction is made between experimental and observational epidemiology.
Experimental studies use randomization or similar rigorous treatment allocation
procedures to assess the relationship between surgical interventions and outcomes.
Marcoux et al, for example, reported a study of laparoscopic surgery in infertile
women with minimal or mild endometriosis.3 The authors determined whether lap-
aroscopic surgery enhanced fecundity in 341 women randomized to either resection
or ablation of the visible endometriosis, or to diagnostic laparoscopy only. A 1.9-fold
increase in fecundity was observed in the resection-ablation group. The design and
analysis of experimental studies represents a specialized topic in epidemiology and
this is the subject of Chapter 4 in this book.

Observational epidemiologic studies assess causal relationships in nonexperimental
situations where exposure to risk factors happens naturally, outside the context of a
planned experimental protocol. Most of clinical practice in medicine is of
nonexperimental nature. Several therapeutic interventions cannot be assessed
experimentally because of ethical considerations; for example, a blinded randomized

Table 1.1. Rates of ectopic pregnancy by year, age, and region of the United
States, 1970-19871

Descriptive variable Categories Rate*

Year of diagnosis 1970 4.5

1975 7.6

1980 10.5

1987 16.8

Age (years) 15-24 6.3

25-34 15.0

35-44 20.5

Region Northeast 10.0

Midwest 10.7

South 10.8

West 11.1

*Rate per 1,000 pregnancies (live births, legally induced abortions, and ectopic
pregnancies).
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trial of laparotomy for a particular gastrointestinal pathology would require sham
surgery for the control group, which ethics committees would generally find unac-
ceptable. In other circumstances, treatments should perhaps be assessed experimen-
tally, but resources or interest may be lacking. Similarly, the study of disease etiology
and disease prognosis must very frequently rely on observational rather than experi-
mental data.

Cohort Studies
In a cohort study, individuals, all of whom are initially free of the disease under

study, are classified according to whether they are exposed or not exposed to the
factors of interest. The cohort is then followed for a period of time and the incidence
rates in those exposed or not exposed are compared (definition adapted from Kelsey
et al.)4 For instance, Freeman et al reported the results of a cohort study of compli-
cations of endoscopic biliary sphincterotomy among 2,347 patients treated at 17
institutions in the United States and Canada.5 All complications occurred within 30
days of the sphincterotomy and included pancreatitis, hemorrhage, perforation,
cholangitis, and cholecystitis. Results for pancreatitis are given in Table 1.2. The
term ‘exposure variable’ or ‘risk factor’ is used to refer to the factor hypothesized to
be associated with an increased or decreased risk of the disease under study. The
term ‘disease’ or ‘outcome’ may refer to any outcome of interest to the investigator,
including handicap, impairment, morbidity, reduced quality of life, and death. In
Table 1.2, an increased risk of pancreatitis was observed among patients who, be-
cause of difficulties in carrying out the procedure, required a ‘precut’ sphinctero-
tomy, i.e., an initial cut of the ampulla of Vater in order to facilitate difficult
cannulation. The risk of pancreatitis was 0.153 (15.3%) in patients with precut
sphincterotomy (17/111) and 0.049 (4.9%), i.e., 110/2,236 in those without precut
sphincterotomy. The relative risk, defined as the risk in the exposed divided by the
risk in the unexposed, is often calculated to determine the strength of the associa-
tion between exposure and disease risk. In this example, the relative risk was 0.153/
0.049 = 3.1, which means that the risk of pancreatitis was 3.1-fold higher in subjects
with precut sphincterotomy than those without. Other measures of association can
also be estimated, including the attributable risk or risk difference, i.e., 0.153-0.049
= 0.104. A measure of particular interest is the odds ratio, which is defined as the
ratio of the odds of pancreatitis in exposed patients, divided by the odds in unex-
posed patients. The odds of disease in the exposed are estimated as the number of
subjects with pancreatitis divided by the number without, i.e., 17/94. Similarly, the
odds in the unexposed are 110/2,126, and the odds ratio is then (17/94)/(110/
2,126) = (17x2,126)/(94x110) = 3.5. It can be seen that the estimate of the odds
ratio, i.e., 3.5, resembles the estimate of the relative risk obtained earlier, i.e., 3.1.
The odds ratio represents a good approximation of the relative risk when the risk of
the disease under study, i.e., pancreatitis in the present example, is low, say less than
10%. We have seen that this risk was actually 15.3% in the exposed subjects, which
explains why in this example the odds ratio and the relative risk are somewhat differ-
ent, albeit not markedly. This approximate relationship between the odds ratio and
the relative risk is useful in certain epidemiologic contexts, for example in case-
control studies of short-term effects, which we will now discuss.
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Case-Control Studies
The sphincterotomy study discussed above was called a cohort study because a

group of subjects exposed to precut sphincterotomy was compared to a group of
unexposed subjects; these exposed and unexposed subjects formed a cohort in which
risks of disease were assessed and compared. An alternative strategy to determine
complications of sphincterotomy could have been to find cases of pancreatitis and a
certain number of controls without pancreatitis. The investigators could have for
example decided to include all possible cases of pancreatitis available in the collabo-
rating institutions, and an equal number of controls. Expected results from this
study design are presented in Table 1.3. Because the decision about the number of
cases and controls to be included in the study is made by the investigators, the
calculation of risks in the exposed and the unexposed subjects becomes inappropri-
ate. For example, the observed risk of pancreatitis in the exposed subjects in Table 1.2
was 15.3% (17/111); if we use the Table 1.3 data, we obtain the incorrect value of
77.3% (17/22 = WRONG!). More complex case-control designs may allow the
estimation of risks,6 but this topic is outside the scope of this book. Since risks
cannot generally be estimated validly in case-control studies, relative risks and
attributable risks are also unavailable. It turns out, however, that the odds ratio can
be estimated validly. In Table 1.3, for example, the odds ratio is (17x122)/(110x5)=3.7,
identical (except for rounding) to the value estimated in the cohort data presented
in Table 1.2. Since the odds ratio calculated in Table 1.2 represented an approxima-
tion to the relative risk, and since this odds ratio is also available from case-control
studies, case-control studies can provide an approximation to the relative risk, even
if the risks themselves cannot be calculated. A more formal demonstration of these
relationships can be found in various specialized textbooks.7

Table 1.4 presents an example of a case-control study of HIV seroconversion in
health care workers after possible percutaneous exposure to the virus.8 Cases and
controls were all health care workers who had an occupational percutaneous expo-
sure to HIV-infected blood. The investigators assessed factors which influenced the
risk of HIV infection. One of the exposure variables was the severity of the injury
and Table 1.4 shows results concerning exposure to deep punctures or wounds. As

Table 1.2. A cohort study of pancreatitis in patients with sphincterotomy5

Precut No precut
sphincterotomy sphincterotomy
(exposure = yes) (exposure = no) Total

Pancreatitis 17 (15.3%) 110 (4.9%) 127
(Outcome = Yes)

No pancreatitis 94 (84.7%) 2,126 (95.1%) 2,220
(Outcome = No)

Total 111 (100%) 2,236 (100%) 2,347

Relative risk: (17/111) + (110/2,236) = 3.1

Odds ratio: (17/94) + (110/2,126) = 3.5
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explained above, it is not possible to estimate the risks of seroconversion in workers
exposed to deep injury and those not exposed, but an approximate estimate of the
relative risk can be obtained through the odds ratio, as (17 x 629)/(16 x 46) = 14.5.
This means that the risk of seroconversion was 14.5 higher in workers who sus-
tained a deep injury at the time of percutaneous exposure than among workers who
sustained a more superficial injury.

Person-Time
The examples discussed above did not involve long intervals of time between

exposure to the risk factor and occurrence of the disease of interest. In the study of
pancreatitis after sphincterotomy, all cases of pancreatitis were diagnosed within 30
days of the surgical intervention. In the HIV seroconversion study, we can also
presume that the relevant time window was short. In other circumstances, however,
the analysis of the scientific question of interest requires a long time interval between
exposure and outcome. Table 1.5 gives an example. Shibata et al assessed the rela-
tionship between the DCC (deleted in colorectal cancer) protein and prognosis of
colorectal cancer.9 The investigators determined the DCC status of 132 patients
treated for colorectal cancer between 1965 and 1990 and they followed these patients

Table 1.4. A case-control study of HIV seroconversion in health care workers
after percutaneous exposure8

Deep injury No deep injury
(exposure = yes) (exposure = no) Total

HIV seroconversion 17 (51.5%) 16 (48.5%) 33 (100%)
(Outcome = Yes)

No HIV 46 (6.8%) 629 (93.2%) 675 (100%)
seroconversion
(Outcome = No)

Odds ratio: (17 x 629) + (16 x 46) = 14.5

Table 1.3. A case-control study of pancreatitis in patients with sphincterotomy
(fictitious example)

Precut No precut
sphincterotomy sphincterotomy
(exposure = yes) (exposure = no) Total

Pancreatitis 17 (13.4%) 110 (86.6%) 127(100%)
(Outcome = Yes)

No pancreatitis 5 (3.9%) 122 (96.1%) 127 (100%)
(Outcome = No)

Total 22 232 254

Odds ratio: (17 x 122) + (110 x 5) = 3.8



6 Surgical Arithmetic

1

until 1996 to determine their survival status. In this type of research, long-term
results are of interest, and the patients were followed for an average of 92.1 months.
The duration of follow-up differed markedly between subjects, depending on their
date of initial treatment for colorectal cancer and their date of death, and a few
subjects were followed for more than 20 years after initial treatment. In addition,
the average follow-up time was shorter in the DCC negative group, in which mor-
tality was higher. Because of all of these temporal features which differed from patient
to patient, the study design and analysis must take time into account. Table 1.5
presents results of the colorectal study in terms of person-time at risk. Each study
subject contributed to the denominator of the incidence rates the amount of time
between his/her initial treatment for colorectal cancer and the end of his/her follow-
up, which may be his/her date of death or simply the date of the end of the study in
1996; subjects lost to follow-up also contributed the time during which their status
was known to the investigators. The mortality rates were 44 deaths/5,167 person-
months = 852 deaths per 100,000 person-months in the DCC negative group, and
24 deaths/6,316 person-months = 380 deaths per 100,000 person-months among
the positive patients. The mortality rate ratio was therefore (852/100,000)/(380/
100,000) = 2.2, and the mortality rate difference was (852/100,000)-(380/100,000)
= 472/100,000.

Case-control studies may also be used to investigate associations requiring rela-
tively long follow-up intervals for the assessment of risk. Table 1.6 presents results of
a case-control study of the association between appetite-suppressant drugs and pri-
mary pulmonary hypertension.10 Ninety-five patients with primary pulmonary
hypertension and 335 controls without this disease were identified in four Euro-
pean countries. Primary pulmonary hypertension may occur a long time after expo-
sure, and the concept of person-time at risk is therefore applicable to the study of
this scientific question. The use of appetite suppressants was determined for all sub-
jects included in the study. Table 1.6 shows that 31.6% of the cases (30/95) and
7.3% of the controls (26/355), respectively, used these drugs. Because of the case-
control design, incidence rates of primary pulmonary hypertension in the exposed
and in the unexposed subjects cannot be calculated (see the earlier discussion about
the unavailability of risk estimates risks in case-control studies). It can be shown,
however, that if controls are selected appropriately, the odds ratio from such

Table 1.5. A cohort study of prognosis in patients with colorectal cancer9

DCC status DCC status
negative positive
(exposure = yes) (exposure = no) Total

Death 44 24 68

Person-months 66 patients x 85.1 mos 66 patients x 95.7 mos 11,483
at risk of average follow-up = of average follow-up person-

5,167 person-months = 6,316 person-months months

Mortality rate ratio: (44 deaths/5,167 person-months)/(24 deaths/6,316 person/
months) = 2.2
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case-controls studies represents an exact estimate of the incidence rate ratio which
would have been obtained, had a cohort study been conducted rather than a case-
control study.11 In the example in Table 1.6, the incidence rate ratio is therefore 5.8
(=(30x329)/(65x26)). This means that the incidence rate of primary pulmonary
hypertension is 5.8 times larger in subjects exposed to appetite suppressants than in
unexposed subjects. A demonstration of the link between the odds ratio and the
incidence rate ratio in case-control studies is beyond the scope of this Chapter and
the reader is referred to appropriate references.7

An example of a case-control study of risk factors for a disease of surgical interest
is the report published by Neugut et al12 on the association between cholecystec-
tomy and the occurrence of colon cancer.

Interpretation of Results
In several of the examples discussed until now, causality questions were raised.

Investigators were interested in whether a given exposure, precut sphincterotomy,
deep injury with HIV-contaminated material, DCC protein negativity, or appetite
suppressant drug use, caused morbidity or mortality. The data presented in Tables 1.2,
1.4, 1.5, and 1.6 show simple univariate relationships between exposure and out-
come, and all associations were positive, indicating an increased frequency of infec-
tion, disease, or death after exposure. The presence of a positive association suggests
that a causal link may be present, but several additional considerations must be
taken into account before forming a judgment about causality. These include tem-
poral sequence, precision, and bias.

Temporal Sequence
A foremost issue in epidemiologic studies is the question of the temporal rela-

tionship between exposure and outcome. Did the exposure under study precede the
occurrence of disease or did it possibly occur after disease had developed? It is con-
ceptually obvious that to be causal, exposure must precede disease. In practice, how-
ever, the actual temporal sequence of events is not always easy to disentangle. Table 1.7
shows results of a study of the presence of Chlamydia species in coronary artery
specimens of 90 symptomatic patients undergoing coronary atherectomy and of 24
control patients without atherosclerosis.13 The coronary specimens of these subjects
were tested for the presence of Chlamydia species using direct immunofluorescence.
The odds ratio was extremely large ((71x23)/(19x1) = 85.9), indicating a strong
positive association between the presence of Chlamydia and symptomatic athero-
sclerotic cardiovascular disease. The authors concluded that Chlamydia infection
may have a causal role in the development of coronary atherosclerosis. In their dis-
cussion, however, the authors indicated that their study design could not distin-
guish between the situation where Chlamydia infection led to atherosclerosis, and
the situation where it was the atherosclerotic plaques which represented more fertile
grounds for the Chlamydia to be deposited and grow. If this were the case, the pres-
ence of the pathogens would be a result rather than a cause of the disease. A clarifi-
cation of the actual temporal sequence would require a different study design in
which the presence of infection would be determined before the incidence of dis-
ease. In some epidemiologic studies, the temporal sequence of events is clear. In the
case-control study of HIV infection in health care workers discussed earlier, for
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example, the authors only included subjects who were documented as being serone-
gative at the time of traumatic exposure to HIV-contaminated material.8 Similarly,
in the cohort study of DCC protein status, the outcome was death, an event which
was clearly separated in time from the time of assessment of DCC protein status.9 In
other studies, the situation may be somewhat ambiguous or in the extreme, such as
in the case of the Chlamydia infection study, totally unclear. An adequate assessment
of an epidemiologic study must always therefore include as an essential element a
consideration of whether the temporal sequence was adequately characterized.

Precision
Subjects included in epidemiologic studies can generally be seen as a sample

from a much larger, possibly infinite, population. This population may be concep-
tual (for example, all future cases of HIV infection) or real (for example, all actual
cases on a given territory). For example, in the case-control study of primary

Table 1.6. A case-control study of appetite suppressant drugs and primary
pulmonary hypertension10

No use of appetite
Use of appetite suppressants
suppressants (exposure = no)
(exposure = yes) Total

Primary pulmonary 30 (31.6%) 65 (68.4%) 95 (100%)
hypertension
(Outcome = Yes)

No primary 26 (7.3%) 329 (92.7%) 355 (100%)
pulmonary
hypertension
(Outcome = No)

Odds ratio: (30 x 329) + (65 x 26) = 5.8

Table 1.7. A case-control study of Chlamydia infection and coronary 
atherosclerosis13

Chlamydia present Chlamydia absent
(exposure = yes) (exposure = no)

Total

Atherosclerotic 71 (78.9%) 19 (21.1%) 90 (100%)
coronary disease
(Outcome = Yes)

No atherosclerotic 1 (4.2%) 23 (95.8%) 24 (100%)
coronary disease
(Outcome = No)

Odds ratio: (71 x 23) + (19 x 1) = 85.9



9Epidemiologic Methods for Surgery

1

pulmonary hypertension presented earlier, 95 cases of the disease were included
while thousands of such cases are actually known.10 The estimate of the relative risk
can therefore be considered as somewhat imprecise, being based on observations
from a limited subset of the entire population of such cases. The assessment of
precision of the estimates derived from epidemiologic studies relies on statistical
methodology. Statistical issues in epidemiologic research are covered in Chapter 2 of
this book.

Bias
The validity of results from an epidemiologic study may be affected for several

reasons. Study subjects may not be comparable, with for example older patients
among the exposed members of a study than among the unexposed. The method of
selection of the study subjects may be biased in such a way as to lead for example to
an exaggerated level of exposure in cases, and therefore an inflated odds ratio. Vari-
ous errors may occur in the collection and recording of the data, leading to errone-
ous estimates of the measures of association. A standard approach in classifying
these various types of biases is to regroup them under the categories of confounding,
selection bias, and information bias.

Confounding
Confounding arises when exposed and unexposed subjects are not comparable

for a variable which represents a risk factor for the outcome of interest. Tables 1.8
and 1.9 give an example. In Table 1.8, results of a cohort study of the association
between radiotherapy to the chest for Hodgkin’s disease and subsequent mortality
from coronary artery disease are presented.14 The risk of coronary disease death was
2.0% in the exposed (70/3530), and 4.0% in the unexposed (54/1360). The relative
risk was therefore 0.5 (= 2%/4%), indicating a reduced coronary disease mortality
after radiation to the chest. This result was surprising, as the investigators’ hypoth-
esis, arising from previous research in other types of patients and also from animal
models, was that exposure to radiation would increase, and not decrease, coronary
disease mortality. Further analysis of these data revealed, however, that these results
were biased because of the confounding effect of age. Table 1.9 presents results of
the same study, stratified into three age groups. The relative risk of coronary disease
death was estimated separately for each of these three age groups, and the direction
of the association was now positive, with coronary disease mortality being larger in
the exposed subjects than in the unexposed subjects in each of the three groups. The
difference between the relative risk estimated from the data presented in Table 1.8
and those presented in Table 1.9 is due to a confounding bias arising from the
unequal distribution of the exposed and unexposed subjects with respect to age. We
can see in Table 1.9 that 76% (2,680/3,530) of the exposed subjects were 0-39 years
old while only 35% (470/1,360) of the unexposed subjects were in the same age
category. The exposed population was therefore much younger than the unexposed,
and since coronary disease mortality is known to be lower in younger subjects, the
comparison of exposed and unexposed subjects was biased by age. When results are
considered within age strata, this bias is corrected, and this is why the relative risks
in Table 1.9 show an increased risk rather than a decreased risk as suggested by the
biased comparison based on Table 1.8. The effect of confounding variables may be
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Table 1.9. A cohort study of coronary artery disease mortality in patients treated
with radiation for Hodgkin’s disease: results stratified by age (adapted from
Boivin et al14)

Radiotherapy to No radiotherapy Relative risk
Coronary the chest to the chest
disease death (exposure = yes) (exposure = no)

AGE = 0-39 yr

Yes 21 2

No 2,659 468 1.8

Total 2,680 470

Age = 40-59 yr

Yes 26 13

No 704 437 1.2

Total 730 450

Age = 60+ yr

Yes 23 39

No 97 401 2.2

Total 120 440

Grand Total, 3,530 1,360
All Ages

Table 1.8. A cohort study of coronary artery disease mortality in patients treated
with radiation for Hodgkin’s disease (adapted from Boivin et al)*14

Radiotherapy No radiotherapy
to the chest to the chest
(exposure = yes) (exposure = no)

Coronary 70 (2%) 54 (4%)
disease death
(Outcome = Yes)

No coronary 3,460 (98%) 1,306 (96%)
disease death
(Outcome = No)

Total 3,530 (100%) 1,360 (100%)

*The study conducted by Boivin et al was a case-cohort study, an epidemiologic
study design not presented in this book. To facilitate the presentation of this
example, the reported data were modified to correspond to a cohort design.
Crude relative risk: (70/3,530) + (54/1,360) = 0.5
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controlled using various strategies such as matching in the selection of study subjects,
or multivariate techniques in the analysis of the data. Multivariate analysis is dis-
cussed in Chapter 5 of this book.

Selection Bias
Results of epidemiologic studies may also be biased because of inappropriate

selection of study subjects. One type of selection bias is called referral bias. Referral
bias may arise when procedures used to identify disease status vary with exposure.
We give here an example in the context of studies of the relationship between oral
contraceptives and thrombophlebitis. The medical literature suggests that oral con-
traceptives can cause thrombophlebitis. Therefore, if a woman consulting her fam-
ily physician in a community clinic has signs or symptoms of thrombophlebitis, the
physician should inquire about oral contraceptive use. If the woman does use oral
contraceptives, then the physician will be more readily convinced that the correct
diagnosis is thrombophlebitis and he/she will then refer the woman to the hospital
for a thorough diagnostic assessment of thrombophlebitis. If, however, the woman
does not use oral contraceptives, the physician may think that the diagnosis of throm-
bophlebitis is less likely and may decide to simply send the woman home, perhaps
with the advice of using analgesics. In some of these women, the diagnosis of throm-
bophlebitis may have been missed and the condition may improve spontaneously,
without further treatment. Now, if we conduct a study of hospitalized patients with
thrombophlebitis, we may obtain a larger estimate of effect of oral contraceptive use
and risk thrombophlebitis than the true value. This is because there was more of a
tendency to refer women with thrombophlebitis who use oral contraceptives to the
hospital than similar women who do not use contraceptives.

Several other types of selection bias exist, affecting both cohort and case-control
studies. The reader is referred to specialized textbooks for a more systematic review
of this question.4,6,7

Observation Bias
Observation bias refers to errors in the classification of study subjects with respect

to study variables. A certain number of exposed subjects in a cohort or a case-con-
trol study may for example be incorrectly classified as unexposed, or vice-versa; simi-
larly, cases of disease may be incorrectly classified as noncases, and noncases as cases.
Such errors may affect the estimates of the measures of association such as the rela-
tive risk or the odds ratio, and the impact will vary depending on the pattern of
these errors. When the errors are nonsystematic, i.e., when they affect exposed and
nonexposed equally, or cases and noncases equally, it has been shown that the impact
of misclassification will generally be in the direction of attenuating the strength of
association, or, in other words, of producing measures of association which are smaller
than the true values. When the errors are systematic, the impact may be in any
direction, depending on the distribution of these errors. An example of a systematic
error would be to tend to classify people who complain of depressive symptoms as
clinically depressed when they have a family history of depression, and to do this
more often than when they have no such history. In such a situation, the association
between family history could be falsely exaggerated. Another example is the study
presented in Table 1.6, in which Abenhaim et al assessed the use of appetite
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suppressants in cases of primary pulmonary hypertension and in noncases.10 Each
subject underwent a thorough, face-to-face interview about exposure to drugs. Patients
with primary pulmonary hypertension might have been more likely to remember
using anorexic agents than controls. If this were true, controls would sometimes be
classified as unexposed while they were actually exposed, while cases would tend to
provide correct exposure information. The impact would be to inflate inappropri-
ately the odds ratio. Abenhaim et al verified with drug sales figures the likelihood of
such errors, and recall bias seemed improbable.10 Rothman and Greenland7 provide
a systematic review of misclassification.

Conclusion
Several considerations come into play when selecting a study design for an epi-

demiologic study, and no general rule is applicable to all situations. Some general
principles may, however, be formulated. When the exposure under study is rare, a
cohort design may be preferable. For example, very few people in the general popu-
lation of a country or of a city have had an endoscopic biliary sphincterotomy, with
or without a precut technique. In planning such a study, investigators will want to
be certain that they will recruit a sufficient number of exposed subjects. The cohort
design selected by Freeman et al, in which exposed and nonexposed subjects were
recruited from 17 health care institutions, allowed them to identify a sufficient number
of subjects with the treatments of interest.5 An additional advantage of the cohort
design selected by Freeman et al was that they could also investigate the risk of
several other outcomes such as hemorrhage, cholangitis, etc. On the other hand,
case-control designs are useful when the disease under study is rare. In the study of
HIV seroconversion in health care workers, for example, both the exposure and the
disease were rare in the general population, and the case-control design made it
possible to identify a reasonable number of cases without having to recruit a huge
cohort of health care workers.8 The case-control design is also sometimes selected
when several risk factors are investigated. In the HIV seroconversion study, for
example, the type of device causing the injury, the use of gloves, the use of zidovudine
after the injury, etc., were also investigated. Hybrid study designs, such as nested
case-control studies and case-cohort studies, which combine features of both cohort
and case-control studies, have also been developed. These more advanced designs
are described elsewhere.4,6,7
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Introduction to Biostatistics: Describing
and Drawing Inferences from Data

Lawrence Joseph

I. Introduction
Consider the following statements, which were included as part of an abstract to

an article reporting the results from a randomized trial comparing stent placements
to balloon angiography in obstructed coronary bypass grafts:

“As compared with the patients assigned to angioplasty, those assigned to
stenting had a higher rate of procedural efficacy…(92% vs. 69%,
p < 0.001), but they had more frequent hemorrhagic complications (17%
vs. 5%, p < 0.01).… The outcome in terms of freedom from death, myo-
cardial infarction, repeated bypass surgery, or revascularization of the tar-
get lesion was significantly better in the stent group (73% vs. 58%,
p = 0.03)”1

Proper interpretation of the above results, and of similar reports from much of
the modern clinical literature, depend in large part on the understanding of statisti-
cal terms. In this case, terms such as “significant” and “p-values” were given, and in
other reports one may see terms like “confidence intervals”, “t tests”, “Chi-squared
tests”, “power”, “type I and type II errors”, and so on. Clearly, surgeons and other
clinicians who wish to keep pace with new techniques and technologies must at least
have a basic understanding of statistical language. This is true not only if they desire
to plan and carry out their own research, but also if they simply want to read the
medical literature with a keen critical eye, or if they want to make informed deci-
sions about which new treatments they may wish to apply to their own patients, and
under which circumstances.

This Chapter will introduce the basic notions of both descriptive and inferential
statistics. A distinguishing feature of our approach will be to explain in some detail
the inferential ideas behind the most commonly used statistical tests and other tech-
niques. Therefore, rather than simply providing a catalogue of which formulae to
use in which situation, we also provide the logic behind each technique. In this way,
informed choices and decisions can be made, based on a deeper understanding of
exactly what information each type of statistical inference provides.

Section 2 will cover simple graphical and numerical techniques for describing
data. Section 3 presents a brief introduction to rules of probability which underlie
all inferential techniques. Basic ideas of statistical inference are introduced in
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Section 4, and applied in Sections 5 and 6 to problems involving proportions and
means, respectively. Section 7 briefly discusses nonparametric techniques, and
introduces the correlation between two variables. In these sections, we will learn
exactly what is meant by ubiquitous statistical statements such as “p < 0.05” (which
may not mean what many medical journal readers think it means!), and examine
confidence intervals as an attractive alternative to p-values. The problem of choos-
ing an appropriate sample size for a given experiment is discussed in Section 8.
Increasingly important Bayesian alternatives to “classical” or “standard” statistical
techniques are presented in Section 9, and we conclude with a summary and brief
reference list for further reading.

2. Descriptive Statistics
The first step in most statistical analyses is to examine the data at hand using

simple graphical and numerical summaries. These descriptions will often be of interest
in themselves, and are also helpful for selecting the most appropriate inferential
techniques to be used later. Another important use of descriptive statistics is to find
unusual or even impossible values (for example, values that are outside of the fea-
sible range) in the data set, that may either arise from errors in data entry or from
subjects whose profiles are very different from those of others (outliers).

Generally speaking, graphical summaries are useful for presenting overall fea-
tures of a data set, while numerical summaries provide more exact descriptions of
specific features. Below we discuss the most common descriptive statistics that are
found in the medical literature. We will illustrate the techniques using data that
came from a randomized controlled trial of laparoscopic versus open surgery for
hernia repair. For ease of illustration, we will focus on a subset of the data from 25
subjects, including information about the surgical group the patient was random-
ized to, the patients’ gender, number of years smoking, and a major outcome of the
study, days to convalescence. The subset of data from this trial are given in Table 2.1.
See Chapter 5 for the complete data set and more on its analysis.

From Table 2.1, we first notice that there are different types of data variables.
The type of data in the column headed “Group” is called discrete data, since the
possible values for the data come in discrete steps. In fact, in this case there are only
two possible values, a 0 denoting conventional surgery, and a 1 denoting laparo-
scopic surgery. When discrete variables can have only two values, they are often
referred to as dichotomous data. Sex, for example, is also a dichotomous variable.
Days of convalescence, on the other hand, can take on all possible values from 0 and
higher. These types of variables are usually referred to as continuous variables, since
they may take on all possible values within their range, at least in theory. In practice,
the way variables are measured or recorded mean that almost all continuous vari-
ables are recorded as discrete. For example, while in theory convalescence time can
take on any value greater than 0 and we age continuously, we often record convales-
cence time in full days and age as an integer number of years. Nevertheless, it is
convenient to consider continuous variables as representing an underlying continuum
whenever the number of possible values that are recorded is large.
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Table 2.1. Data from 25 subjects participating in a randomized clinical trial of
conventional versus laparoscopic surgery for hernia repair.

Patient # Group Sex Smoke Years Days of Convalescence

1 0 1 0 21
2 1 1 0 4
3 1 1 0 3
4 0 1 0 12
5 1 1 12 4
6 1 1 0 5
7 0 1 9 11
8 1 1 0 20
9 0 0 0 28
10 0 1 0 3
11 1 1 0 22
12 1 1 0 5
13 0 1 0 NA
14 0 1 0 10
15 1 1 0 12
16 1 1 30 15
17 0 1 40 9
18 1 1 0 5
19 1 1 0 1
20 0 1 30 5
21 1 1 10 14
22 0 1 0 7
23 0 1 0 10
24 1 1 50 13
25 0 1 40 6

Group 0 received conventional surgery, while Group 1 received laparoscopic
surgery. Females are indicated by a 0, while males are denoted by a 1. Smoke
years is defined as the number of years smoking for current smokers, and 0
otherwise. NA denotes “not available”.

2.1. Graphical Summaries
Figure 2.1 provides a histogram of the number of days to convalescence for this

group of 25 patients. Histograms are constructed by breaking up the range of the
variable of interest into disjoint intervals of (usually) equal width, and displaying
the count or proportion of observations falling into each interval. From this histo-
gram, we can observe that most subjects had less than 15 days of convalescence,
although there was, for example, one patient with 25-30 days, and another two
subjects with 20-25 days to convalescence. This histogram presents nonsymmetrical
or “skewed” data.

While histograms are very common and are useful for displaying the overall
shape and range of a variable in a data set, boxplots are often more convenient for
comparing two groups. Figure 2.2 presents two boxplots of the convalescence days
by surgery groups. The upper and lower limits in the boxplot indicate the maximum
and minimum values in the data set, while the median line is in the middle. The
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Fig. 2.1. Histogram of the numbers of days of convalescence, using the data given
in the last column of Table 1.1.

Fig. 2.2. Boxplots of the numbers of days of convalescence in the conventional (on
the left) and laparascopic groups.
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median is the value such that exactly half of the data values lie above and half lie
below the line. From Figure 2.2, we see that the median value in the conventional
surgery group (Group 0) is approximately 10, while the median number of days to
convalescence is only 5 days in those who received laparoscopic surgery (Group 1).
The upper and lower limits of the boxes indicate the upper and lower quartiles of
the samples, so that, for example, about 25% of subjects in Group 0 had values of
12 or more days, while 25% had values of 6 or below. The interval enclosed in the
box, here 6-12 days for Group 0 and 4-13 days for Group 1, is often called the inter-
quartile range of a sample.

There are many other types of graphics that are used, including stem-and-leaf
plots and scatter plots. A stem and leaf plot resembles a histogram turned on its side,
and is especially useful for small data sets where it may be of interest to see indi-
vidual data values. In a stem and leaf plot, the first column lists the initial digits of
each number, while the final digit is used to form the histogram. For example, from
the stem-and-leaf plot in Figure 2.3, we can see that the lowest value is 1 (a zero on
the left and a 1 on the right of the colons), the next two lowest values are both equal
to 3, and so on. The maximum value is seen to be 28, while from the histogram in
Figure 2.1 we knew only that it was between 25 and 30.

While the graphics so far have looked only at one variable at a time, a scatter plot
is useful for examining the relationship between two variables. Figure 2.4 presents a
scatter plot of the relationship between the number of years smoking and the num-
ber of days to convalescence. There is no obvious relationship between the two
variables in this figure, since the values of one do not tend to increase or decrease as
the other variable moves through its range. More formal statistical procedures for
assessing the effects of one variable on another will be found in Chapter 5, although
we will briefly look at the correlation between two variables in Section 7 of this
Chapter.

2.2. Numerical Summaries
Numerical summaries can complement the information found in graphs such as

those presented above. The most common numerical summaries are defined below:

Mean
The mean of a set of numbers is the usual numerical average, found by summing

all the numbers and dividing by the sample size. For example, the mean number of
days to convalescence for the 25 subjects in Table 2.1 is

(21 + 4 + 3 + … + 6)/24 = 10.21 days.
Note that in order to calculate this average, we had to delete patient #13, whose

value for days to convalescence was missing, so that the divisor was 24 rather than 25.

Median
As mentioned above, the median is the number such that half of the values in the

data set are equal to or above the median, and half are equal to or below the median.
For the convalescence data in Table 2.1, the median number could be chosen to be
any number between 9 and 10, although the midpoint of 9.5 is usually chosen.
Note that there are 12 values above 9.5 and 12 values below 9.5 in this data set.



19Introduction to Biostatistics: Describing and Drawing Inferences from Data

2

Fig. 2.3. A stem-and-leaf
plot for days of convales-
cence, using the data
from the last column of
Table 2.1.}

Fig. 2.4. Scatter plot of smoke years versus days of convalescence.
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While both the median and the mean are measures of central tendency, the median
tends to be more representative of central tendencies in skewed data sets compared
to the mean. For example, suppose that instead of 28 being the largest time to
convalescence in the data in Table 2.1, it was 280. The mean value would be largely
affected by this, more than doubling its’ value from 10.21 to 20.71, while the median
remains unchanged at 9.5.

Variance and Standard Deviation
The variance is the average squared distance of each data point to the mean of

the sample. It is calculated by first finding the mean, next summing the square of
each data point minus that mean, and finally dividing by the total number of terms
in the sum minus one. For example, again referring to the last column of Table 2.1,
the variance is

This number is difficult to interpret, since it is on the scale of the square of days.
Therefore, the square root of the variance, called the standard deviation, is often
used. Here the standard deviation is equal to . Roughly speak-
ing, the standard deviation can be considered as the average amount by which each
observation can be expected to differ from the mean value, and so is a measure of
dispersion in the population. Again, because of the missing value for patient #13,
we divided by 23 rather than 24. You might wonder why we divide by n-1 rather
than n, the total number of terms in the sum. The intuitive reason is that we would
like to estimate the average dispersion from the true average, but the mean of 10.21
in the sum above is an estimate of the true average, and this estimate tends to lie
slightly closer to the observed data points than they do to the true mean. Dividing
by the smaller number 23 rather than 24 adjusts the variance to be a slightly larger
value, to account for using the sample mean rather than the true mean.

Inter-Quartile Range
As mentioned in the above discussion relating to boxplots, the inter-quartile

range provides upper and lower limits inside of which the middle 50% of the values
in the sample lie.

Other descriptive statistics that are often useful are the minimum and maximum
values in the sample, both for their description of the range found in the data, and
also since they may be used to scan for errors in the data set by checking that all
values are within a feasible range. While this does of course not guarantee that there
have been no errors in compiling the data, gross errors may be found. Percentages
are often used to summarize data denoting group membership (often called dichoto-
mous data if there are two groups, and categorical data for more than two groups).
For example, from Table 2.1 we can say that 13/25 = 52% of the patients are in the
laparoscopy group, and 24/25 = 96% were male. With some variables, it may be use-
ful to provide several different numerical summaries. While the average smoke years
in Table 2.1 is 8.84 years, only 8/25 = 32% of those sampled in fact smoke, and the
average number of smoke years among those who smoke is in fact 27.625 years. The
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general rule with descriptive data is to use as many descriptive statistics as is neces-
sary to provide an accurate summary of the data. Not doing so may present a false
picture of the data, and is at the root of most misuses (both deliberate and
nondeliberate!) of statistics.

3. Probability
In descriptive statistics, we are concerned with learning about the features of a

particular data set or describing the observed relationship between variables. In
inferential statistics, we would like to be able to draw conclusions about a popula-
tion given data from a sample drawn from that population.

Consider Table 2.2, which shows ten different possible results from a hypotheti-
cal randomized clinical trial of 20 patients with pain following knee surgery. Half of
the subjects were given Aspirin for their pain, while the rest were given Tylenol. The
trials are listed in order of increasing evidence in favor of Aspirin. In Trial #1, it is
easy to agree that there is no evidence to favor one drug over the other, while in trial
10, if the data are to be believed, Aspirin has clearly performed better than Tylenol.
What, however, should one conclude following trials #2, #5, or #8? Inferential sta-
tistics attempts to numerically evaluate the evidence in any given trial, so that rea-
sonable conclusions can be drawn.

In drawing conclusions, however, it is crucial to realize that the trial must be put
into its’ proper context. For example, suppose trial #10 in Table 2.2 was in fact
observed. What should be concluded? While the data from these 20 subjects cer-
tainly favored Aspirin, there are many decades of evidence regarding Tylenol which
must also be factored into any conclusions. In fact, I doubt that if such a trial were
to be published tomorrow that Tylenol users around the world would immediately
switch, nor would physicians stop recommending the use of this drug. Clearly the
results of any current trial must be considered along with any past evidence in draw-
ing final conclusions.

Along these lines, consider Figure 2.5, which illustrates an example due to Sav-
age2 which is also discussed by Berger.3 The first illustration in Figure 2.5 shows a
musicologist who claims to be able to correctly identify the works of Beethoven, as
distinct from the works of Mozart, simply by looking at a page of their notated
music. Suppose that you decide to put him to the test, and that in fact he is able to
identify 5 out of 5 pieces of music correctly. In the bottom illustration, a psychic
claims to be able to predict the outcome, heads or tails, of a flipped coin. Suppose
she also gets 5 correct predictions in 5 tosses of a coin you take out of your pocket.

In the first instance, most observers would have no trouble believing the
musicologist’s claim. Many persons, however, would demand more evidence from
the psychic, thinking that she may simply have been lucky. Note that the probability
of guessing correctly on each trial is 1/2 for both the musicologist and the psychic, so
that the chances of getting five correct guesses in a row purely by chance is (1/2)5 = 1/32

= 0.03125 or about 3%. Since each had the same chance of being correct by pure
guesswork, it may seem “unobjective” or even unfair to demand more evidence from
the psychic than we do from the musicologist, yet most of us would do so. The
explanation is that we must draw conclusions based not only on the data at hand,
but also by putting the current data into the larger context. Here the larger context
includes our prior beliefs about the existence of music experts and psychics. In this
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Table 2.2. Results from 10 hypothetical trials of Aspirin versus Tylenol

Aspirin Tylenol
Trial Cured Not Cured Cured Not Cured

1 5 5 5 5
2 6 4 5 5
3 6 4 4 6
4 7 3 5 5
5 7 3 4 6
6 8 2 4 6
7 8 2 3 7
8 9 1 3 7
9 9 1 2 8
10 10 0 0 10

Fig. 2.5. The musicologist, the tea drinker, and the psychic.
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light, it no longer seems surprising that we draw different conclusions, in that we
know that many persons have studied to be music experts, while we may be skeptical
that psychic powers exist. The middle illustration may represent a case intermediate
to the other two in terms of prior beliefs, where a man claims to be able to tell
whether the milk or water has been poured first into a cup of tea. If he is able to
correctly identify 5 cups in a row as to whether the milk or water came first, some of
us may still be skeptical (but perhaps not as skeptical as we were of the psychic’s
claims), and others may be more convinced (but perhaps not as convinced as we
were of the musicologist’s claim).

Similar situations arise in the interpretation of medical data, as might happen if
a surprising result such as that of trial #10 occurred in Table 2.2, or in evaluating
alternative therapies such as touch therapy.4 In all trials, however, it is always impor-
tant to consider not only the data at hand, but to also put the trial into the context
of what is known from other sources. We will return to this point later in the Chap-
ter, where we will see that the choice of whether to formally include information
from outside the trial into the analysis or to only consider it informally in a post-hoc
discussion has an impact on the type of statistical analysis that one will perform on
any set of data.

3.1. What Is Probability?
The seemingly simple question of “what is probability?” has in fact been hotly

debated by philosophers, statisticians and others for many decades with no general
agreement. This question is important, since as we will see, it has direct implications
for the type of statistical analysis to be performed, with different definitions leading
to different schools of statistical inference. There are two main modes of statistical
inference, usually referred to as frequentist or classical inference, and Bayesian infer-
ence. Many other ideas have also surfaced, for example pure likelihood methods5

and belief functions,6 although we will not discuss these further here.
The frequentist school defines the probability of an event as the number of times

the event occurs divided by the number of trials, n, as n approaches infinity. For
example, the probability that a coin will come up heads is 0.5, since assuming the
coin is fair, as the number of trials (flips of the coin) gets larger and larger, the
observed proportion will be, on average, closer and closer to 0.5. Similarly, the prob-
ability that a surgical technique is successful would be defined as the number of
times it is observed to be successful in a large (theoretically infinite) number of
trials.

While this definition has a certain logic to it, there are some problems. For
example, what is the probability it will rain today? Since “today” is a unique event
that will not happen an infinite number of times, the above definition cannot be
applied. Nevertheless, we often hear statements such as “There is a 40% chance of
rain today”. Similarly, suppose that a new surgical technique has just been devel-
oped, and the surgeon is debating whether or not to apply it to his next patient.
Surely the probability of success of the operation compared to the probability of
success of the standard procedure for the patients condition will play a large role in
the decision, but again, there are as yet no trials (and certainly not an infinite num-
ber of trials) upon which to define the probability. While we can conceptualize an
infinite number of trials that may occur into the future, this does not help in defin-
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ing a probability for today’s decision as to which surgery to perform. Clearly, this
definition is limited, not only in the case of events that can only happen once, but
also because one rarely if ever can observe an infinity of like events.

The second school of thought, often referred to as the Bayesian school, defines
the probability of any event occurring as the degree of belief that the event will
occur. Therefore, based on the physics of the problem and perhaps a number of test
flips, a Bayesian may assert that the probability of a coin flip coming up heads
should be close to 0.5. Similarly, based on an assessment that may include both
objective data and subjective beliefs about the surgical technique, the surgeon may
assert that the probability that the surgery will be successful is 85%.

The obvious objection to Bayesian probability statements is that they are “sub-
jective”, so different surgeons may state different probabilities of success for the
success rate of the surgery, and in general, there is no single “correct” probability
statement that may be made about any event, since they reflect personal subjective
beliefs. Supporters of the Bayesian viewpoint counter that the frequentist definition
of probability is difficult to operationalize in practice, and does not apply to many
important situations. Furthermore, the possible lack of agreement on the “correct”
probability for any given event can be viewed as an advantage, since it will correctly
mirror the range of beliefs that may exist for any event that does not have a large
amount of data collected in which to accurately estimate its probability. Hence hav-
ing a range of probabilities depending on the personal beliefs of a community of
surgeons is a useful reflection of reality.

It may be surprising to many readers that there is no consensus in the statistical
community about as basic a concept as a definition of probability, but such is the
state of statistical thought as the 21st century begins. A majority of statistical analy-
ses that appear in medical journals are performed using procedures that arise from
the frequentist definition of probability, although the past 10 years have seen a rapid
increase in Bayesian analyses in many applied fields, including medicine. Many stat-
isticians use the full range of statistical procedures, including Bayesian and frequentist
procedures, often switching between the two in analyzing the same data set. In this
Chapter we will discuss both types of procedures, after first discussing some basic
rules of probability that both schools of thought follow.

3.2. Rules of Probability
Whichever definition is used, probabilities should obey the following rules. Let

Ω denote the set of all possible outcomes in a given experiment, and let E denote
any event. The basic rules of probability are:

1. The probability of the set of all possible outcomes is Pr{Ω} = 1.
2. All probabilities are between zero and one, so that 0 ≤ Pr{E} ≤ 1 for every

event E.
3. If events E and F are disjoint (that is, they have no outcomes in com-

mon), then the probability that either E or F occurs is given by Pr {E ∪F}
= Pr{E} + Pr{F}, where ∪ denotes the union of the events E and F. Note
that this rule implies that the probability of the complementary event,
the event that E does not occur, usually denoted by Ec, must be equal to
1 - P{E}.
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4. If events E and F are independent (that is, knowing the outcome of E
provides no information concerning the likelihood of F occurring), then
the probability that events E and F both occur is given by Pr{E ∩ F} =
Pr{E} x Pr{F}, where ∩ denotes the intersection of the events E and F.

Let us look at an example:

Example 1
Suppose that the probability of a certain type of surgery turning out successfully

is 0.70 (that is, 70% chance of success).
1. What is the probability that the surgery will either be a success or a failure?
2. What is the failure rate for this operation?
3. If two persons undergo this surgery, what is the probability that both will

have successful surgery?
4. What is the probability that exactly one of the two surgeries will be

successful?

Solutions
1. Since the events of successful surgery and unsuccessful surgery together

in fact make up the entire sample space (that is, one of these two events
must happen, so that the union of these events must happen), by prob-
ability rule number 1, the probability of this event must be 1.

2. By rule number 3 for disjoint (in this case, complementary) events, the
probability of a failure must be 1-0.7 = 0.3.

3. Since we can presume the events are independent, using rule 4 above we
have 0.7 x 0.7 = 0.49. Thus there is a close to 50% chance that both
surgeries will be successful.

4. There is a 70% chance that the first surgery will be successful, and a 30%
chance that the second one will fail. Overall, then, there is a 0.7 x 0.3 =
0.21 chance of exactly one success in that order. In addition, however,
there is a similar 0.21 chance that the first surgery will fail, and the sec-
ond one will be a success. By rule 3, therefore, since these two events are
disjoint, there is a 42% probability of exactly one success.

3.3. Probability Functions and Densities
Rather than working out all problems involving probabilities by first principles

as above, short cut rules for common situations have been devised, leading to prob-
ability functions and probability densities. Probability functions are used for dis-
crete variables (see Section 2.1), and simply provide the probability for each possible
value that may occur. Probability densities are curves that cover the range of values
for continuous variables. In any given region of the curve, the higher the curve in
that region compared to others, the more likely it is that values in that range will
occur. Technically, the area under the curve between any two points gives the prob-
ability of getting a value in that range. From probability rule 1, the total area under
the curve over its’ entire range must be equal to one. Since the area under any given
single point is zero (since there is no width), the probability of any single point from
a continuous density is zero. The term probability distribution is sometimes used as
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a substitute for probability functions or probability densities, although somewhat
confusingly, the term is also used for the cumulative distribution for both discrete
and continuous variables. Cumulative distributions provide the probability of ob-
taining a result equal to or less than a given value of that variable.

We will now look at two examples of commonly used probability functions and
probability densities. The first of these, the binomial distribution, is a discrete prob-
ability function, while the second, the normal distribution, is continuous. One fur-
ther continuous probability density, the beta density, is introduced in Section 9
below. We briefly mention the use of the χ2 and t-densities in Sections 5 and 6,
respectively.

3.4. The Binomial Distribution
One of the most commonly used probability functions is the binomial. The

binomial probability function allows one to calculate the probability of obtaining a
given number of “successes” in a given number of independent trials. In general, the
formula for the binomial probability function is:

(1)

where n! is read “n factorial”, and is shorthand for

n x (n - 1) x (n - 2) x (n - 3) x … x 3 x 2 x 1.

For example, 5! = 5 x 4 x 3 x 2 x 1 = 120, and so on. By convention, 0! = 1. The
probability of a success on each trial is assumed to be p. Suppose we wish to calculate
the probability of x = 8 successful surgeries in n = 10 operations, where the probabil-
ity of a successful operation each time is 70%. From the binomial formula, we can
calculate:

so that there is a little bit less than a one in four chance of getting 8 successful
surgeries in 10 trials. Similarly, the probability of getting 8 or more (that is, 8 or 9 or
10) successful surgeries is found by adding up three probabilities of the above type.
As an exercise, you can check that this probability is 0.3829.

The binomial distribution has a theoretical mean of n x p, which in a nice intui-
tive result. For example, if you perform n = 100 trials, and on each trial the probabil-
ity of success is, say, p = 0.4 or 40%, then you would intuitively expect 100 x 0.4 = 40
successes. The variance of a binomial distribution is n x p x (1-p), so that in the
above example it would be 100 x 0.4 x 0.6 = 24. Thus the standard deviation is

  24 = 4.90, roughly meaning that while on average one expects about 40 successes,
one also expects each result to deviate from 40 by an average of about 5 successes.

3.5. The Normal Distribution
Perhaps the most common distribution used in statistical practice is the normal

distribution. The normal distribution is the familiar “bell-shaped” curve, as seen in
Figure 2.6. Technically, the curve is traced out by the normal density function:
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where “exp” denotes the exponential function to the base e = 2.71828. The Greek
letter µ is the mean of the normal distribution (set to zero in the standard normal
curve of Fig. 2.6), and the standard deviation is σ, set to 1 in the standard normal
curve. While Figure 2.6 lists the standard version of the normal curve (µ = 0, σ2 = σ
= 1), more generally, the mean µ can be any real number and the standard deviation
can be any number greater than 0. Changing the mean shifts the curve depicted in
Figure 2.6 to the left or right so that it remains centered at the mean, while changing
the standard deviation stretches or shrinks the curve around the mean, all while
keeping its’ bell shape. Note that the mean, median and mode (most likely value,
i.e., highest point on the curve) of a normal distribution are always the same and
equal to µ.

The normal density function has been used to represent the distribution of many
measures in medicine. For example, blood pressures, cholesterol levels or bone min-
eral densities in a given population may be said to follow a normal distribution with
a given mean and standard deviation. It is very unlikely that any of these or other
quantities exactly follow a normal distribution. For instance, none of the above-
mentioned quantities can have negative numbers, while the range of the normal
distribution always includes all negative (and all positive) numbers. Nevertheless,

Fig. 2.6. The standard normal distribution with mean µ = 0 and standard deviation
sigma = 1. Approximately 95% of the area under the curve falls within 2 standard
deviations on either side of the mean, and about 68% of the area falls within one
standard deviation from the mean.
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Table 2.3. Table of standard normal distribution probabilities. Each number in the table provides the probability that a standard normal
random variable will be less than the number indicated.

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239 0.5279 0.5319 0.5359

0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 0.5636 0.5675 0.5714 0.5753

0.2 0.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141

0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517

0.4 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.6844 0.6879

0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224

0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549

0.7 0.7580 0.7611 0.7642 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852

0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133

0.9 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389

1.0 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621

1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830

1.2 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015

1.3 0.9032 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177
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1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9279 0.9292 0.9306 0.9319

0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

1.5 0.9332 0.9345 0.9357 0.9370 0.9382 0.9394 0.9406 0.9418 0.9429 0.9441

1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545

1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633

1.8 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9699 0.9706

1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0.9744 0.9750 0.9756 0.9761 0.9767

2.0 0.9772 0.9778 0.9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817

2.1 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.9857

2.2 0.9861 0.9864 0.9868 0.9871 0.9875 0.9878 0.9881 0.9884 0.9887 0.9890

2.3 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916

2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936

2.5 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951 0.9952

2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964

2.7 0.9965 0.9966 0.9967 0.9968 0.9969 0.9970 0.9971 0.9972 0.9973 0.9974

2.8 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981

2.9 0.9981 0.9982 0.9982 0.9983 0.9984 0.9984 0.9985 0.9985 0.9986 0.9986

3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 0.9989 0.9989 0.9990 0.9990
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for appropriately chosen mean and standard deviation, the probability of out of
range numbers will be vanishingly small, so that this may be of little concern in
practice. We may say, for example, that diastolic blood pressure in a given popula-
tion follows a normal distribution with mean of 80 and a standard deviation of 10,
so that the probability of a value less than zero is 6.2 x 10–16, and in fact the prob-
ability of being less than 50 (three standard deviations below the mean) is only
0.0013. In the words of statistician George Box, “All models are wrong, but some
are useful.”7

To calculate probabilities associated with the normal distribution, one must find
the area under the normal curve. Since this is mathematically difficult, normal tables
are usually used, as presented in Table 2.3. To see how Table 2.3 is used, consider the
following example:

Example 2
What is the probability that a standard normal random variable falls in between

-.3 and +1.23?

Solution
Table 2.3 presents the values for the area under standard normal curve from -∞

up to the given number in the table (in other words, they present the cumulative
distribution function, see Section 2.3). Since the normal curve is symmetric about
0, the area under the curve above +0.3 is the same as the area under the curve below
-0.3. Therefore, normal tables need only present areas for positive numbers. To cal-
culate the area we need, we first note that if we could find the area to the left of
+1.23 and subtract from it the area to the left of -0.3, then we will be left with the
area we need (you may wish to draw a little sketch to convince yourself of this).
Now: the area to the left of +1.23 is available directly from Table 2.3, it is 0.8907.
Next, remembering the probability rule for complementary events, the area to the
right of +0.3 must be one minus the area to the left of +0.3. Looking this up on the
table gives 0.3821 (= 1-0.6179), which must also be the area to the left of -0.3.
Therefore, the probability that we are looking for in this problem must be 0.8907-
0.3821 = 0.5086.

Example 3
In a normal curve with µ = 80 and σ = 10, what is the probability of falling

above 95?

Solution
We are no longer in the situation where we can use Table 2.3 directly, since we

do not have a standard normal curve. However, since all normal curves have the
same basic shape, we can map our problem into one involving the standard normal
curve by standardizing. Standardizing involves transforming the value 95 to where
its relative position would be on the standard normal curve. For example, we can see
that 95 is exactly 1.5 standard deviations above the mean of the normal curve whose
mean is 80 and whose standard deviation is 10. Therefore, we can look up the area
below 1.5 on Table 2.3, which is 0.9332, so that the area above 1.5 is 1-0.9332 =
0.0668, which is our desired probability. In general, one standardizes by subtracting
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the mean and then dividing by the standard deviation. Following this rule we would
have

where by convention z represents the standardized value.

3.6. Normal Approximation to the Binomial Distribution
Recall that the formula for the binomial distribution is given by

We can either calculate this directly, by plugging numbers in the above formula,
or look up the result in tables of the binomial distribution, available in many statis-
tical textbooks. What happens, however, if we wish to know the probability of get-
ting X = 80 or more successes in N=150 trials, with π = 0.6? Binomial tables do not
generally go that high, and calculations seem infeasible, as, for example, 150! is a
263 digit number, and 0.680 is a very small number, and most calculators/computer
programs do not handle these extreme numbers very well. In addition, one would
have to sum 71 of these numbers to get the final answer.

The solution is to approximate the required binomial probabilities by a normal
distribution, and then look up the probabilities using tables of normal probabilities.
This approximation works well as long as the sample size is large. An often quoted
rule of thumb is that both n x p and n x (1-p) need to be greater than 5. We proceed
as follows:

1. Find the mean and variance of the binomial distribution of interest. In
the above example,

µ = n x p = 150 x 0.6 = 90
and

σ2 = n x p x (1 - p) = 150 x 0.6 x 0.4 = 36.
2. Then reason as follows. The binomial distribution we have is close to a

normal distribution with µ = 90 and σ2 = 36. Therefore, the binomial
probability we want is close to the normal probability that X  ≥ 80.
Standardizing by taking

    
z = =

80 90

36
1 67

–
– . ,

and looking up the result in Table 2.3 gives 0.9525.
The value 80 is sometimes changed to 79.5, called the continuity correction. It

is used to make the approximation slightly more accurate. With the continuity
correction, the probability would have been 0.9599, while the exact answer is in fact
0.9591.

To summarize, when the sample size is large, binomial probabilities are well
approximated by areas under the appropriate normal curve. We therefore convert
the binomial problem to one involving the area under a normal curve, using the
normal curve with the same mean and variance as our original binomial distribution.

    
z =

−
=

95 80

10
1 5.

    
Pr x n

n
n x x

p px n x
 success in  trials{ } =

−( )
−( ) −( )!

! !
1
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3.7. Central Limit Theorem
The binomial distribution is not the only case where a normal distribution could

be used to approximate another distribution when the sample size grows large. Con-
sider taking a random sample of 500 patients visiting their family physician for their
periodic health exam. If the blood pressure of each patient is recorded and an average
is taken, one could use this value as an estimate of the average in the population of
all patients who might visit their family physician for a routine checkup. However,
if this experiment was repeated a second time, it would be quite unexpected for the
second average of 500 subjects to be identical to the first average, although one
could expect it to be close.

How these averages vary from one sample to another is given by the Central
Limit Theorem, which in its simplest form states:

Central Limit Theorem
Suppose that a population has true (but possibly unknown) mean µ and stan-

dard deviation σ. The distribution of the sample average,   x , approaches a normal
distribution as the sample size grows large, with mean µ and standard deviation  

σ
n .

The standard deviation about a sample mean,   
σ
n , is often called the standard error.

This useful theorem has two immediate consequences. First, it accounts for the
popularity of the normal distribution in statistical practice. Even if an underlying
distribution in a population is non-normal (for example, if it is skewed), the distri-
bution of the sample average from this population becomes close to normal, if the
sample size is large enough. Second, the result connects the sample mean to the
population mean, forming the basis for much of statistical inference. In particular,
notice that as the sample size n increases, the standard deviation (standard error)   

σ
n

of the sample mean around the true mean, decreases, so that on average the sample
mean   x  gets closer and closer to µ.

This ends our brief tour of the world of probability. Armed with these probabil-
ity basics, we are now ready to consider some simple statistical inferences.

4. Drawing Statistical Inferences About a Population from a
Sample
In this section we will begin to consider how to draw inferences about popula-

tions by statistically analyzing samples of data using standard frequentist methods.
We will learn how to correctly interpret p-values and confidence intervals, in the
context of a simple example. Sections 5 and 6 which follow will apply these ideas to
problems with proportions and means, respectively. Section 9 will introduce Baye-
sian techniques for statistical inference.

4.1. The Types of Questions that Can Be Answered by Standard
Statistical Inferences
Consider the following situation: A surgeon knows from past experience that a

certain standard type of surgery has a success rate of 80%. He has just read in the
literature, however, that a new promising type of surgery was tested on a group of 10
patients, and had a cure rate of 90% (9 out of the 10 patients were cured). Should he
switch to the new type of surgery for his next patient?
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Surely, assuming he knows how to perform the new technique, the surgeon should
switch if the true cure rate for the new surgery is better than the known standard
rate of 80%. The observed rate has so far been 90%, but the surgeon knows that this
is based on only a small sample size. How sure is he that the rate of the new surgery
will be over 80% based on the limited data collected so far?

Consider the following questions that the surgeon may (or may not!) find rel-
evant to his decision:

1. What is the probability that the new treatment has a rate above 80%,
given the data just observed and any other relevant knowledge?

2. Can an interval be found such that there is a 95% probability that the
true success rate lies inside this interval, given the data just observed and
any other relevant knowledge?

3. Suppose for the moment that the success rate of the new surgical treat-
ment is 80% exactly. This represents a null hypothesis where the new
surgical treatment has exactly the same rate as the standard surgical treat-
ment. Under these conditions, what is the probability of observing 9 or
more successes out of the 10 subjects? In other words, what is the prob-
ability of what we observed (9 out of 10) and all outcomes more extreme
than what was observed (in this case, only one more extreme outcome, 10
out of 10).

4. Can a procedure be found such that intervals constructed via the proce-
dure will contain the true proportion of interest 95% of the time the
procedure is applied in various different problems?

Take some time to ponder which of these questions you think the surgeon would
most want answered in making a decision about which treatment to use. Most people
would find the first two questions rather natural. Question 1 is perhaps the most
direct statement of what is desired, but question 2 could provide useful information
about whether the rate is more likely to be near 81% or 98%, say, which could
influence decision making if the new treatment is more costly. Questions 3 and 4
are at least somewhat obscure and at best of indirect interest. Why would one care to
know the probabilities of more extreme data that in fact did not occur? And why fix
the rates as exactly equal, when almost surely they are not exactly equivalent? Why
the strange indirect formulation of question 4, which refers to problems other than
the one of current interest, compared to the direct simplicity of question 2?

You may then be surprised to know that if you looked into the surgical and most
other medical literature today, you would almost certainly find the answer to ques-
tion number 3, possibly the answer to question number 4, but almost never the
answers to questions 1 or 2! Question 3 is addressed by providing a p-value via a
frequentist hypothesis test, while providing a confidence interval addresses question 4.
These procedures will be discussed in Sections 4.2 and 4.3, respectively. Questions 1
and 2 are associated with Bayesian inference, which will be covered in Section 9.
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4.2. Standard Frequentist Hypothesis Testing
Suppose we wish to test the null hypothesis that the new surgical technique is in

fact not better than the standard technique, versus an alternative hypothesis that it is
better. Formally, we can state these hypotheses as:

H0: p ≤ 0.8
HA: p > 0.8

where p represents the unknown true probability of success of the new surgical treat-
ment. In considering hypothesis testing, we note that there are four possible results,
as shown in the table below.

True State of Nature

HA, + H0, –

+ (Reject H0) 1-β α

– (Do not Reject H0) β 1-α

According to the table, if the new surgical technique is in fact better than the
standard and we reject the null hypothesis, then we have made a correct decision, as
also happens if the null hypothesis is in fact correct, and we do not reject it. On the
other hand, if we reject the null hypothesis as false when it is in fact true, we make a
so-called Type-I error, also sometimes called an α error, and if we fail to reject the
null hypothesis when it is in fact false, we make a Type-II, or β error. More precisely,
α is the probability of making a Type I error when the null hypothesis is true, and β
is the probability of making a Type II error when the alternative hypothesis is true.
The power of a study is defined as the probability of rejecting the null hypothesis
when the alternative hypothesis is in fact true, so that the power is equal to 1-β. To
summarize, we have:

α = Pr{rejecting H0|H0 is true} = type I error
1-α = Pr{not rejecting H0|H0 is true}

β = Pr{not rejecting H0|HA is true} = type II error
1 – β = Pr{rejecting H0|HA is true} = Power

Probabilities written in the form of Pr{A|B} are called “conditional probabili-
ties”, and the notation is read as the probability that the event A occurs, given that
the event B is known to have occurred. Thus all of the quantities above are condi-
tional on knowing whether the null or alternative hypotheses are in fact true. Of
course, we generally do not know whether the null hypothesis is true or not, so that
these conditional statements are at best of indirect interest. Once we obtain our
data, we would ideally like to know the probability that the null hypothesis is true,
not assume the null hypothesis is true! See Section 9 for further discussion of this
point.

Although it is important to understand the types of errors that can be made
when hypothesis testing, the result of a hypothesis test is usually reported as a p-value,
which we now define.

Definition
The p-value is the probability of obtaining a result as or more extreme than that

observed assuming that the null hypothesis is in fact true.

Test
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It is very important to note that the p-value is not the probability that the null
hypothesis is correct after having seen the data, even though many clinicians often
falsely interpret it this way. The p-value does not directly or indirectly provide this
probability, and in fact can be orders of magnitude different from it. In other words,
it is possible to have a p-value equal to 0.05, when the probability of the null hy-
pothesis is 0.5, different from the p-value by a factor of 10. Therefore, p-values are
the answer to the rather obscure question number 3 above, which, at best, indirectly
helps the surgeon in the decision as to which technique to use.

Given the correct definition of a p-value, how would we calculate it? For our
example of the new surgical technique, the definition implies that we need to calcu-
late the probability of obtaining 9 or 10 successful surgeries in the 10 patients to
whom it was applied, given that the true rate of success is exactly 80%. From the
binomial distribution (see equation (1)), this can be calculated as

    
p = - + -10

9 1
0 8 1 0 8 10

10 0
0 8 1 0 89 1 10 0!

! !
. ( . ) !

! !
. ( . )

= 0.2684 + 0.1074
= 0.3758.

So there is about a 37.6% chance of obtaining results as or more extreme than
the 9 out of 10 result observed, if the true rate for the new technique is exactly 80%.
Therefore, the observed result is not unusual, and hence compatible with the null
hypothesis, so that we cannot reject H0. Notice that if we had observed the same
success rate but with a larger sample size of 100, the p-value would have been 0.006.
This is calculated by finding the probability of 90 or more successes in 100 trials,
and using the normal approximation to the binomial distribution given in Sec-
tion 3.7. With a sample size of 100, the event of the observed data or data more
extreme would be a rare event if the null hypothesis were true, so that the null
hypothesis could be rejected. Therefore, p-values depend not only on the observed
success rate, but also on the sample size.

While p-values are still often found in the literature, there are several major prob-
lems associated with their use:

1. As mentioned above, they are often misinterpreted as the probability of
the null hypothesis given the data, when in fact they are calculated as-
suming the null hypothesis to be true.

2. Clinicians often use them to “dichotomize” results into “important” or
“unimportant” depending on whether p < 0.05 or p > 0.05, respectively.
However, there is not much difference between p-values of 0.049 and
0.051, so that the cutoff of 0.05 is arbitrary.

3. P-values concentrate attention away from the magnitude of treatment
differences. For example, one could have a p-value that is very small, but
is associated with a clinically unimportant difference. This is especially
prone to occur in cases where the sample size is large. Conversely, results
of potentially great clinical interest are not necessarily ruled out if p > 0.05,
especially in studies with small sample sizes. Therefore, one should not
confuse statistical significance (i.e., p < 0.05) with practical or clinical
importance.
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4. The null hypothesis is almost never exactly true. In the above example,
does one seriously think that the new success rate could be exactly 80%
(rather than, say, 80.0001% or 79.9999%)? Since one knows the null
hypothesis is almost surely false to begin with, it makes little sense to test
it. Instead, one should concern oneself with the question of “by how much
are the two treatments different”.

There are so many problems associated with p-values that most statisticians now
recommend against their use, in favor of confidence intervals or Bayesian methods.
In fact, some prominent journals no longer publish p-values at all,8 others strongly
discourage their use9 and many others have published articles and editorials encour-
aging the use of Bayesian methodology.10,11 We will cover these more informative
techniques for drawing statistical inferences, starting with confidence intervals.

4.3. Frequentist Confidence Intervals
While the p-value provides some information concerning the rarity of events as

or more extreme than that observed assuming the null hypothesis to be exactly true,
it provides no information about what the true rate might be. In our example, we
have observed a rate of 90%, but know that this is based on a small sample size, and
that the observed rate may well be seen to increase or decrease as more data accumu-
lates. Based on this data, however, what can we say about where we would expect the
true rate to be?

One way to answer this question is with a confidence interval. Confidence
intervals usually have the form

estimate ± k x standard error

where the estimate and standard error are calculated from the data, and where k is a
constant with a value usually near 2.

For example, suppose one observes x = 80 successful surgical procedures in n = 100
operations, leading to an estimate of the success rate of 

    
ˆ .p x

n= = 0 8 . We use the
notation     ̂p  rather than p to indicate that this is an estimated rate, not necessarily
equal to the true rate, which we denote by p. Following the general formula above,
a confidence interval for a binomial probability of success parameter is given by

(3)

where z is derived from Normal Tables as in Table 2.3, and is given by z = 1.96 for
the usual 95% confidence interval. Therefore, the 95% confidence interval in our
example is:
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How does one interpret this confidence interval? Equation (3) provides a proce-
dure that when used repeatedly across different problems, will capture the true value
of p 95% of the time, and fail to capture the true value 5% of the time. In this sense,
we have confidence that the procedure works well in the long run, although in any
single application, of course, the interval either does or does not contain the true
proportion p. Note that we are careful not to say that our confidence interval has a
95% probability of containing the true parameter value. In other words, we did not
say that the true proportion of successful surgeries is in the interval (0.72, 0.88)
with 95% probability. This is because the confidence limits and the true rate are
both fixed numbers, and it makes no more sense to say that the true rate is in this
interval than it does to say that the number 2 is inside the interval (1,6) with
probability 95%. Of course, 2 is inside this interval, just like the number 8 is outside
of the interval (1,6). However, in the procedure that we used to calculate the above
confidence interval, we derived random upper and lower limits (as given by the
formula in equation (3)), and in repeated uses of this formula across a range of
problems, we expect the random limits to capture the true value 95% of the time,
and exclude the true limit 5% of the time. Refer to Figure 2.7. If we look at the set
of confidence intervals as a whole, we see that about 95% of them include the true
parameter value. However, if we pick out a single trial, it either contains the true
value (about 95% of the time) or excludes this value (about 5% of the time).

Despite their somewhat unnatural interpretation, confidence intervals are gen-
erally preferred to p-values. This is because they focus attention on the range of
values compatible with the data, on a scale of direct clinical interest. Given a confi-
dence interval, one can assess the clinical meaningfulness of the result, as can be seen
in Figure 2.8.

Depending on where the upper and lower confidence interval limits fall in rela-
tion to the upper and lower limits of the region of clinical equivalence, different
conclusions should be drawn. The region of clinical equivalence, sometimes called
the region of clinical indifference, is the region inside of which two treatments, say,
would be considered to be the same for all practical purposes. The point 0, indicat-
ing no difference in results between two treatments, is usually included in the region
of clinical equivalence, but values above and below 0 are usually also included. How
wide this region is depends on each individual clinical situation. For example, if one
treatment is much more expensive than another, one may want at least a 5% advan-
tage in order to consider it the preferred treatment (see Chapter 9). From Figure 2.8,
there are five different conclusions that can be made after a confidence interval has
been calculated:

1. The CI includes zero, and both upper and lower CI limits, if they were
the true values, would not be clinically interesting. Therefore, this vari-
able has been shown to have no important effect.

2. The CI includes zero, but one or both of the upper or lower CI limits, if
they were the true values, would be interesting clinically. Therefore, the
results of this variable in this study is inconclusive, and further evidence
needs to be collected.

3. The CI does not include zero, and all values inside the upper and lower
CI limits, if they were the true values, would be clinically interesting.



38 Surgical Arithmetic

2

Fig. 2.7. A series of 95% confidence intervals for an unknown parameter.

Therefore, this study shows this variable to be important.
4. The CI does not include zero, but all values inside the upper and lower

CI limits, if they were the true values, would not be clinically interesting.
Therefore, this study shows this variable, while having some small effect,
is not clinically important.

5. The CI does not include zero, but only some of the values inside the
upper and lower CI limits, if they were the true values, would be clinically
interesting. Therefore, this study shows this variable has at least a small
effect, and may be clinically important. Further study is required in order
to better estimate the magnitude of this effect.

For our problem, with 9 successful surgeries in 10 trials, the 95% confidence
interval ranges from 55.5% to 99.7%, providing a large and inconclusive interval.
[Technical note: Since the sample size is only 10 here, we used an “exact” formula
different from that given by equation (3), which works better than (3) for small
sample sizes.] More information would need to be provided in order to determine
whether the new surgical technique is better or worse than the standard 80% success
rate. Had the same rate been observed in 100 trials, for example, the confidence
interval would have been (82.6%, 94.5%). Since this latter confidence interval ex-
cludes the null value of 80%, we know that the new technique is better than the old
technique. Whether it is better enough to switch or not depends on whether we
have a confidence interval of type 3 or type 5 (presumably we are not in a type 4
situation since an improvement in the success rate of almost 15% would be impor-
tant). This is a clinical judgement that depends on many factors, including the costs
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and availabilities of the treatments, and possible undesirable side-effects of the new
technique. The complexity of these factors makes finding a definitive region of clinical
equivalence difficult in most situations, so that the rigorous application of the above
guidelines for interpreting confidence intervals is rarely possible. Nevertheless, it is
crucial to relate the location of any confidence interval to a region of clinical equiva-
lence, whether explicit or implicit, in interpreting results from any medical trial or
experiment.

4.4. Summary of Frequentist Statistical Inference
The main tools for statistical inference from the frequentist point of view are

p-values and confidence intervals. P-values have fallen out of favor among statisticians,
and although they continue to appear in a large proportion of medical journal articles,
their use is likely to greatly diminish in the coming years. Confidence intervals pro-
vide much more clinically useful information than p-values, so are to be preferred in

Fig. 2.8. How to interpret confidence intervals. Depending on where the confi-
dence interval lies in relation to a region of clinical equivalence, different conclu-
sions can be drawn.



40 Surgical Arithmetic

2

practice. Confidence intervals still do not allow for the formal incorporation of pre-
existing knowledge into any final conclusions. For example, in some cases there may
be compelling medical reasons why a new technique may be better than a standard
technique, so that faced with an inconclusive confidence interval, a surgeon may
still wish to switch to the new technique, at least until more data become available.
On what basis could this decision be justified? We will return to this question in
Section 9, where we look at Bayesian statistical inference.

While we have so far discussed p-values and confidence intervals in the situation
where data about a single success rate or proportion was of interest, similar tech-
niques are available when comparisons of two or more proportions or inference
about one or more means are of interest. While one Chapter cannot cover all such
techniques in any detail, in the next two sections we will briefly present some tests
that could be applied and confidence intervals that could be calculated for the most
commonly occurring situations. In all cases, the interpretations of p-values and con-
fidence intervals remain as discussed above.

5. Statistical Inference for Two or More Proportions
Consider the following example, adapted from Garraway et al12 concerning the

use of a specialized Stroke Unit versus a Medical Unit following an acute stroke in
the elderly:

Patient Independent Patient Dependent Total

Stroke Unit 67 34 101

Medical Unit 46 45 91

Total 113 79 192

One would like to draw inferences about whether a specialized stroke unit in-
creases the proportion of independent patients following an acute stroke compared
to the usual care of a Medical Unit. While one observes     ̂p 1 = 0.67 probability of
success in the Stroke Unit compared to a     ̂p 2 = 0.51 rate in the Medical Unit for a
16% observed difference, we know from Section 4 that a confidence interval will
provide us with a range of values that will help draw a better conclusion compared
to simply looking at the observed difference. To calculate a confidence interval for
this difference in proportions, we can use the following formula, which extends
equation (3) to the case of two proportions:

(4)

where     ̂p 1 and     ̂p 2 are the observed proportions in the two groups out of sample sizes
n1 and n2, respectively, and z* is the relevant percentile from normal tables, chosen
according to the desired level of the confidence interval. For example, for a 95%
confidence interval z* = 1.96, for a 90% interval z* = 1.64, and so on. Using the
above formula for the stroke data given above, one finds that a 95% confidence
interval for the difference in rates is (0.02, 0.30). This interval suggests that the
Stroke Unit is indeed better, but if the true difference is in fact as low as 2%, we may
decide it is not worth the extra expense, while if the true rates differ by 30%, we
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surely would find the Stroke Unit worthwhile. Unless cost is not a factor, further
research may be required to narrow the confidence interval so that a more definitive
decision could be reached.

Although confidence intervals are preferred for reasons discussed in Section 4,
we will also discuss hypothesis testing for proportions, since one often sees such tests
in the literature. Suppose we wish to test the null hypothesis that p1 = p2, that is, the
null hypothesis states that the success rates are identical in the two units. Since we
hypothesize p1 = p2, we expect to observe the following table of data, on average:

Patient Independent Patient Dependent Total

Stroke Unit 59.44 41.56 101

Medical Unit 53.56 37.44 91

Total 113 79 192

Why do we “expect” to observe this table of data if the null hypothesis is true?
We have observed a total number of 113 “successes” (independent patients) divided
among the two groups. If p1 = p2 and if the sample sizes were equal in the two
groups, we would have expected 113/2 = 56.5 successes in each group. However, since
the sample sizes are not equal, we expect 113 x 101/192 = 59.44 to go to the Stroke
Unit group, and 113 x 91/192 = 53.56 to go the Medical Unit group. Similarly, expected
values for the dependent patients can be calculated. Observed discrepancies from
these expected values are evidence against the null hypothesis. To perform a χ2 (read
“chi-squared”) test, we now calculate:

Comparing the X2 = 4.927 value on χ2 tables with 1 df (see Table 2.4), we find
that 0.025 < p < 0.05 (because our observed value, 4.927, lies between the 3.841
and 5.023 values in the table), so that we have evidence to reject the null hypothesis.
This coincides with our conclusion from the confidence interval, but note that the
confidence interval is more informative than simply looking at the p-value from the
χ2 test, since a range for the difference in rates is provided by the confidence inter-
val.

The χ2 test can be extended to include tables larger than the so-called 2 x 2 table
of the above example. For example, a 3 x 2 table could arise if rather than classifying
patients as dependent or independent, we included a third outcome category, such
as “partly independent”. Hence we would sum over 3 x 2 = 6 terms rather than the
four terms of a 2 x 2 table. While for 2 x 2 tables the degrees of freedom is always
equal to one, in general, the degrees of freedom for χ2 tests is given by (r-1) x (c-1),
where the number of rows in the table is r, and the number of columns is c.

In order for the χ2 test to be valid, one needs to ensure that the expected values
for each cell in the table is at least five. Fishers’ Exact Test is often used if this
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criterion is not satisfied for a particular table. The Fisher’s Exact test is valid for
tables of any size.

Odds Ratios and Relative Risk
As discussed in Chapter 2, odds ratios and relative risks are often used in sum-

marizing results of surgical research. Generically, suppose we observe the following
2 x 2 table of data,

Disease + Disease - Total

Risk Factor + a c a + c

Risk Factor - b d b + d

Total a + b c + d N

where a, b, c, and d are observed numbers of patients falling into their respective
cells of the table, and N = a + b + c + d is the total sample size.

Then the observed odds ratio is given by

OR = 
  
ad
bc

,

and the observed relative risk is

RR = 

  

a
a c

b
b d

+

+

Note that if the risks 
  

a
a c+

 and 
  

b
b d+

 are small, then OR ≈ RR, since a << c and

b << d.

Confidence Interval for Odds Ratios
The distribution of the OR is somewhat skew, so that the confidence interval is

usually based on a Normal Distribution approximation to log(OR), where log repre-
sents the natural logarithm (to the base e = 2.71828). In particular,

so that a 95% CI for log(OR) is given by

To convert back to a CI for OR, one takes the exponent (to the base e = 2.71828),
to get
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Table 2.4. Table of χ2 distribution probabilities. Each entry in the table provides the χ2 value such that the probability of being greater than
this value is given by the first row of the table. The number of degrees of freedom are indicated by the first column (df).

df 0.5 0.25 0.20 0.15 0.10 0.05 0.025 0.01 0.001

1 0.454 1.323 1.642 2.072 2.705 3.841 5.023 6.634 10.827
2 1.386 2.772 3.218 3.794 4.605 5.991 7.377 9.210 13.815
3 2.365 4.108 4.641 5.317 6.251 7.814 9.348 11.344 16.266
4 3.356 5.385 5.988 6.744 7.779 9.487 11.143 13.276 18.466
5 4.351 6.625 7.289 8.115 9.236 11.070 12.832 15.086 20.515
6 5.348 7.840 8.558 9.446 10.644 12.591 14.449 16.811 22.457
7 6.345 9.037 9.803 10.747 12.017 14.067 16.012 18.475 24.321
8 7.344 10.218 11.030 12.027 13.361 15.507 17.534 20.090 26.124
9 8.342 11.388 12.242 13.288 14.683 16.918 19.022 21.665 27.877
10 9.341 12.548 13.441 14.533 15.987 18.307 20.483 23.209 29.588
11 10.340 13.700 14.631 15.767 17.275 19.675 21.919 24.724 31.264
12 11.340 14.845 15.811 16.989 18.549 21.026 23.336 26.216 32.909
13 12.339 15.983 16.984 18.201 19.811 22.361 24.735 27.688 34.528
14 13.339 17.116 18.150 19.406 21.064 23.684 26.118 29.141 36.123
15 14.338 18.245 19.310 20.603 22.307 24.995 27.488 30.577 37.697
16 15.338 19.368 20.465 21.793 23.541 26.296 28.845 31.999 39.252
17 16.338 20.488 21.614 22.977 24.769 27.587 30.190 33.408 40.790
18 17.337 21.604 22.759 24.155 25.989 28.869 31.526 34.805 42.312
19 18.337 22.717 23.900 25.328 27.203 30.143 32.852 36.190 43.820
20 19.337 23.827 25.037 26.497 28.411 31.410 34.169 37.566 45.314
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Similarly,

so that an approximate 95% CI for a RR is

Going back to the example examining whether the Stroke Unit or Medical Unit
is preferred, we can calculate

with 95% CI of (1.08, 3.45), and

with 95% CI of (1.03, 1.68).

6. Statistical Inference for Means
Thus far, most of our inferential techniques have concerned dichotomous data,

but similar inferential techniques are available for means. For example, referring to
the data on convalescence times in Table 2.1, suppose we wish to estimate the aver-
age convalescence in each surgical group. The following formula provides 95% con-
fidence interval limits for means (of course, the value 1.96 could be changed to
other values if intervals with coverage other than 95% are of interest):

where  x  and s are the sample mean and sample standard deviation (see Section 2)
from a sample of size n.

Applying this formula to the convalescence data in Table 2.1, we obtain that the
mean time in the conventional surgery group is 11.1 with 95% CI of (6.2, 16.0),
while the mean time in the laparoscopic group is 9.5, with 95% CI of (5.3, 13.6).
While the observed mean time to convalescence is slightly shorter in the laparo-
scopic surgery group, the two confidence intervals are wide and largely overlap, so
that we do not seem to have strong evidence from this subset of the data for an effect
of surgical type on days to recovery. To be more precise, we can calculate a 95%
confidence interval for the difference in means for the two groups, using the formula:

where the notation follows that for single mean CI, with the addition of subscripts
indicating the two groups. Applying that formula to our data yields a difference of
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1.6 days in favor of the laparoscopic group, with 95% CI of (-4.4, 7.7) days. As
expected, this interval overlaps 0, and is wide enough so that no strong conclusions
could be drawn, even as to the likely direction of the effect. Further research is
required (see Chapter 5 for the continuation of this example on the full data set).

As with proportions, hypothesis tests are available to supplement the confidence
intervals, although we would again advise that once confidence intervals are calcu-
lated, tests add little if any additional clinically useful information. Nevertheless, for
completeness, below we provide the formulae for one and two sample tests for a
single mean and the difference between two means.

To test the null hypothesis that a single mean µ has value µ0, calculate the statistic:

where |⋅| indicates the absolute value function, and determine the p-value from
normal distribution tables as:

p = 2 x Pr{z > z*}.

For example, to test whether the average days to convalescence in the laparos-
copy group is equal to µ0 = 5 days, we would calculate:

so that from Table 2.3

p = 2 x Pr{z > 2.33} = 2 x 0.01 = 0.02.

Thus we are reasonably certain that the true average value of convalescence days
is not 5, in agreement with the lower limit of the CI calculated above being 6.2.
Again, note that the CI provides more useful information than the p-value, which is
not really needed once the CI is known.

The two-sample statistic to test the null hypothesis that the means in the two
groups are equal to each other is:

Applying this formula to test whether there is a difference between convales-
cence days in the two treatment groups, we find

    
z

x

s n
∗ =

− µ0

/

    
z ∗ =

−
=

9 46 5

6 90 13
2 33

.

. /
. ,

    

z
x x

s
n

s
n

∗ =
−

+

1 2

1
2

1

2
2

2

 .

    

z ∗ =
−

+

= − =
9 46 11 09

53 69

11

47 60

13

0 56 0 56
. .

. .
. . .



46 Surgical Arithmetic

2

Looking up 0.56 on Table 2.3 and doubling the value gives a p-value for our test
of 2 x (1-.7123) = 0.5754. Hence there is no evidence in the data for a difference in
mean time to convalescence, so that we cannot reject the null hypothesis that the
two means are equal.

To end this section, we make the following important comments.

Paired versus Unpaired Tests
In comparing the two mean times to convalescence above, we have assumed that

the design of this study was unpaired, meaning that the data were composed of two
independent samples, one from each group. In some experiments, for example, if
one wishes to compare quality of life before and after surgery is performed, a paired
design is appropriate. Here one would subtract the value measured on an appropri-
ate quality of life scale before the surgery to that measured on the same scale after the
surgery to create a single set of before to after differences. Once this subtraction has
been done for each patient, one in fact has reduced the two sets of before and after
values on each patient to a single set of numbers representing the differences. There-
fore, paired data can be analyzed using the same formulae as used for single sample
analyses. Paired designs are often more efficient than unpaired designs.

Equal or Unequal Variances
The tests and confidence intervals given above assume that the variances in the

two groups are unequal. Slightly more efficient formulae can be derived if the vari-
ances are the same, as a single pooled estimate of the variance can be derived from
combining the information in both samples together. We do not discuss pooled
variances further here, in part because in practice the difference in analyses done
with pooled or unpooled variances is usually quite small, and in part because it is
rarely appropriate to pool the variances, since the variability is usually not exactly
the same in both groups.

Assumptions Behind the Z Tests
For ease of exposition, we have presented all of the above confidence interval and

test formulae using percentiles that came from the normal distribution, but in prac-
tice there are two assumptions behind this use of the normal distribution. These
assumptions are:

1. The data arise either from a normal distribution, or the sample size is
large enough for the Central Limit Theorem (see Section 3.7) to apply.

2. The variance(s) involved in the calculations are known exactly.
The first of these assumptions is often satisfied at least approximately in practice,

but the second assumption almost never holds in real applications. Strictly speaking,
then, we should have used σ2,  1

2σ and  2
2σ in the above formulae rather than s2,     1

2s and

    2
2s , respectively, since the variances were estimated from the data rather than being

known exactly. To account for the fact that the variance is estimated rather than
known, we must widen our confidence intervals and increase our p-values by the
appropriate amounts. It can be shown that this can be done by using t distribution
tables (see Table 2.5) rather than normal distribution tables. In calculations, this
means that the z* values used in all of the above formulae need to be switched to the
corresponding values from t-tables. Like the χ2 tables, t tables require knowledge of
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Table 2.5. Table of t distribution probabilities. Each entry in the table provides
the t value such that the probability of being greater than this value is given by
the first row of the table. The number of degrees of freedom are indicated by
the first column (df).

df 0.5 0.25 0.20 0.15 0.10 0.05 0.025 0.01 0.001

1 0 1.000 1.376 1.963 3.078 6.314 12.706 31.821 318.309
2 0 0.816 1.061 1.386 1.886 2.920 4.303 6.965 22.327
3 0 0.765 0.978 1.250 1.638 2.353 3.182 4.541 10.215
4 0 0.741 0.941 1.190 1.533 2.132 2.776 3.747 7.173
5 0 0.727 0.920 1.156 1.476 2.015 2.571 3.365 5.893
6 0 0.718 0.906 1.134 1.440 1.943 2.447 3.143 5.208
7 0 0.711 0.896 1.119 1.415 1.895 2.365 2.998 4.785
8 0 0.706 0.889 1.108 1.397 1.860 2.306 2.896 4.501
9 0 0.703 0.883 1.100 1.383 1.833 2.262 2.821 4.297
10 0 0.700 0.879 1.093 1.372 1.812 2.228 2.764 4.144
11 0 0.697 0.876 1.088 1.363 1.796 2.201 2.718 4.025
12 0 0.695 0.873 1.083 1.356 1.782 2.179 2.681 3.930
13 0 0.694 0.870 1.079 1.350 1.771 2.160 2.650 3.852
14 0 0.692 0.868 1.076 1.345 1.761 2.145 2.624 3.787
15 0 0.691 0.866 1.074 1.341 1.753 2.131 2.602 3.733
16 0 0.690 0.865 1.071 1.337 1.746 2.120 2.583 3.686
17 0 0.689 0.863 1.069 1.333 1.740 2.110 2.567 3.646
18 0 0.688 0.862 1.067 1.330 1.734 2.101 2.552 3.610
19 0 0.688 0.861 1.066 1.328 1.729 2.093 2.539 3.579
20 0 0.687 0.860 1.064 1.325 1.725 2.086 2.528 3.552
21 0 0.686 0.859 1.063 1.323 1.721 2.080 2.518 3.527
22 0 0.686 0.858 1.061 1.321 1.717 2.074 2.508 3.505
23 0 0.685 0.858 1.060 1.319 1.714 2.069 2.500 3.485
24 0 0.685 0.857 1.059 1.318 1.711 2.064 2.492 3.467
25 0 0.684 0.856 1.058 1.316 1.708 2.060 2.485 3.450
26 0 0.684 0.856 1.058 1.315 1.706 2.056 2.479 3.435
27 0 0.684 0.855 1.057 1.314 1.703 2.052 2.473 3.421
28 0 0.683 0.855 1.056 1.313 1.701 2.048 2.467 3.408
29 0 0.683 0.854 1.055 1.311 1.699 2.045 2.462 3.396
30 0 0.683 0.854 1.055 1.310 1.697 2.042 2.457 3.385
40 0 0.681 0.851 1.050 1.303 1.684 2.021 2.423 3.307
50 0 0.679 0.849 1.047 1.299 1.676 2.009 2.403 3.261
60 0 0.679 0.848 1.045 1.296 1.671 2.000 2.390 3.232
70 0 0.678 0.847 1.044 1.294 1.667 1.994 2.381 3.211
80 0 0.678 0.846 1.043 1.292 1.664 1.990 2.374 3.195
90 0 0.677 0.846 1.042 1.291 1.662 1.987 2.368 3.183
100 0 0.677 0.845 1.042 1.290 1.660 1.984 2.364 3.174
200 0 0.676 0.843 1.039 1.286 1.653 1.972 2.345 3.131
500 0 0.675 0.842 1.038 1.283 1.648 1.965 2.334 3.107
1000 0 0.675 0.842 1.037 1.282 1.646 1.962 2.330 3.098
∞ 0 0.674 0.842 1.036 1.282 1.645 1.960 2.326 3.299



48 Surgical Arithmetic

2

the degrees of freedom, which for single mean problems is simply the sample size
minus one. This of course applies to paired designs as well, since they reduce to
single sample problems. For two sample unpaired problems, a conservative number
for the degrees of freedom is the minimum of the two sample sizes minus one. These
tests are thus called t-tests.

For example, suppose that we wanted a 95% confidence interval for a single
sample problem, with a sample size of 20 patients. Rather than using the value of z*
= 1.96, looking at Table 2.5 with 19 degrees of freedom gives a value of 2.093
(under the 0.025 column, since leaving 2.5% on each end leaves a 95% interval).
We note that the value from the t table is slightly larger than the corresponding
value from the normal table, as expected. We also note that as the sample size in-
creases, the difference between the values provided by the t table and normal table
become closer to each other, so that when the degrees of freedom reaches 1000, the
t value corresponding to the 2.5% point is 1.962, very close to the normal value.
The corresponding normal values are given on the last line of Table 2.5, labeled df = ∞.

One-Sided or Two-Sided Test
A final issue in hypothesis testing is whether to carry out a one-sided or two-

sided test. All of our tests in this section have been two-sided, which means that they
have tested the null hypothesis of, for example, that a mean exactly equals zero
versus the alternative hypothesis that the mean differs from zero, without specifying
the direction of this difference. Most tests in the medical literature are two-sided,
but on occasion one encounters one-sided tests, where the alternative hypothesis
specifies either that the mean is greater than or less than the value specified in the
null hypothesis.

For example, referring again to the data on days to convalescence in Table 2.1,
we may specify a null hypothesis that the difference in the average number of days to
convalescence is zero, versus the alternative that the days are smaller for the laparo-
scopic group. All of the above tests and formulae still apply, but the p-values are cut
in half, since one considers departures from the null value in one direction only.

7. Nonparametric Inference
Thus far, statistical inferences on populations have been made by assuming a

mathematical model for the population (for example, a Normal distribution), and
estimating parameters from that distribution based on a sample. Once the param-
eters have been estimated (for example, the mean and/or variance for a Normal
distribution), the distribution is fully specified. This is known as parametric inference.

Sometimes we may be unwilling to specify in advance the general shape of the
distribution, and prefer to base the inference only on the data, without a parametric
model. In this case, we have distribution free, or nonparametric methods.

For example, consider once again the data provided in Table 2.1.
Dividing the data for convalescent days by treatment group, we have:

Conventional surgery: 21 12 11 28 3 10 9 5 7 10 6
Laparoscopic surgery: 4 3 4 5 20 22 5 12 15 5 1 14 13

Since we are making nonparametric inferences, we no longer refer to tests of
similarity of group means. Rather, the null and alternative hypotheses here are:
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H0: There is no treatment effect, i.e., laparoscopic surgery tends to give rise to
convalescence days similar to those from the conventional surgery group.

HA: Laparoscopic surgery tends to give rise to different values for convalescence
days compared to those from the conventional surgery group.

In order to test these hypotheses, the first step is to order and rank the data from
lowest to highest values, keeping track of which data points belong to each treat-
ment group:

group L L C L L L L L C C C C C
data 1 3 3 4 4 5 5 5 5 6 7 9 10

ranks 1 2 3 4 5 6 7 8 9 10 11 12 13
ranks with ties 1 2.5 2.5 4.5 4.5 7.5 7.5 7.5 7.5 10 11 12 13.5

group C C C L L L L L C L C
data 10 11 12 12 13 14 15 20 21 22 28

ranks 14 15 6 17 18 19 20 21 22 23 24
ranks with ties 13.5 15 16.5 16.5 18 19 20 21 22 23 24

Thus in ranking the data, we simply sort the data from the smallest to the largest
value regardless of group membership, and assign a rank to each data point depending
on where its value lies in relation to other values in the data set. Hence the lowest
value receives a rank of 1, the second lowest a rank of 2, and so on. Since there are
many “ties” in this data set, we need to rank the data accounting for the ties, which
we do by grouping all tied values together, and distributing the sum of the available
ranks evenly among the tied values. For example, the second and third lowest values
in this data set are both equal to 3, and there is a total of 2 + 3 = 5 ranks to be divided
among them. Hence each of these values receives a rank of 5/2 = 2.5. Similarly, the
6th through 9th values are all tied at 5. There are 6 + 7 + 8 + 9 = 30 total ranks to
divide up amongst 4 tied values, so each receives a value of 30/4 = 7.5, and so on.

The next step is to sum the ranks for the values belonging to the conventional
surgery group, which gives:

Sum of Ranks = 2.5 + 7.5 + 10 + 11 + 12 + 13.5 + 13.5 + 15 + 16.5 + 22 + 24 = 147.5

We now reason as follows: There is a total of 1 + 2 + 3 +…+ 23 + 24 = 300 ranks
that can be distributed among the conventional and laparoscopic groups. If the
sample sizes were equal, therefore, and if the null hypothesis were exactly true, we
would expect that these ranks should divide equally among the two groups, so that
each would have a sum of ranks of 150. Now the sample sizes are not quite equal, so
that here we expect

  
300 11

24
137 5× = .

of the ranks to go to the conventional group, and

  
300 13

24
162 5× = .

of the ranks to go to the laparoscopic group. Note that 137.5 + 162.5 = 300 which
is the total sum of ranks available. We have in fact observed a sum of ranks of 147.5
in the conventional group, which is higher than expected. Is it high enough that we
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can reject the null hypothesis? For this we must refer to computer programs that will
calculate the probability of obtaining a sum of ranks of 147.5 or greater given that
the null hypothesis of no treatment difference is true (remember the definition of
the p-value, see Section 4.2). Most statistical computer packages will carry out this
calculation, which in this case gives 0.58. Hence the null hypothesis cannot be re-
jected, as our result and those more extreme are not rare under the null hypothesis.

This nonparametric test is called the Wilcoxon rank sum test. The equivalent
unpaired t-test for the same data also give a p-value of p = 0.58, so that the same
conclusion is reached. Since the two tests do not always provide the same conclu-
sions, which of these tests is to be preferred? The answer is situation specific.
Remember that the t-test assumes either that the data are from a normal distribu-
tion (so here, it would imply that the days to convalescence are approximately nor-
mally distributed), or that the sample size is large. A glance back at Figure 2.1 shows
that the data are skewed towards the right, so that normality is unlikely, and the
sample sizes are 11 and 13, hardly large. Hence in this example the nonparametric
test is preferred, since the assumptions behind the t-test do not seem to hold. In
general, if the assumptions required by a parametric test may not hold, a nonpara-
metric test is to be preferred, while if the distributional assumptions do likely hold,
a parametric test provides slightly increased power (see Section 4.2 for the definition
of statistical power) compared to a nonparametric test.

The above Wilcoxon rank sum test is appropriate for unpaired designs. A similar
test exists for paired designs, called the Wilcoxon signed rank test. Nonparametric
confidence intervals are also available. See Sprent13 for details of these methods.

Pearson’s and Spearman’s Correlation Coefficients
Chapter 5 will cover regression methods that examine the relationship between

two or more variables in detail, but here we will introduce a simple method that
allows a numerical measure of the strength of the relationship between two vari-
ables, such as those displayed in Figure 2.4.

Looking at this scatter plot, there does not seem to be a strong relationship
between days to convalescence and smoke years, but we would like to be more pre-
cise as to how weak or strong the relationship (if any), is. We can use the Pearson’s
Correlation Coefficient to measure this strength, which is calculated as follows

(5)

The correlation coefficient ranges from -1 (perfect negative correlation, i.e., when
one variable increases, the other decreases) to 1 (perfect positive correlation, i.e.,
when one variable increases, the other also increases), with 0 indicating no relation-
ship.

Applied to the data from Figure 2.4 (see also Table 2.1 for the exact values that
were plugged into (5), we find that the correlation r = 0.047, which is, as expected,
a very small correlation. Confidence intervals and hypothesis tests for correlations
are also available, see Armitage and Berry.14

Pearson’s correlation measures the strength of the linear (straight line) relation-
ship between two variables, but may not work well if the relationship is highly non-
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linear. For example, if the relationship between two variables follows a parabolic
curve, the correlation may appear to be near 0, even though a strong (but nonlinear)
relationship exists. One must also be aware that even very high correlations do not
necessarily imply that a causal relationship exists between two variables. For example,
ice cream production may increase in the summer months, and so does the inci-
dence of polio. However, one does not necessarily conclude that ice cream causes
polio!

Spearman’s correlation is a nonparametric version of Pearson’s correlation, wherein
one first ranks the data (separately for each variable), leading to pairs of data of
ranks, rather than “raw” values. Pearson’s formula (5) is then applied to the ranked
data to obtain the Spearman correlation. Again, see Sprent13 or any other book on
nonparametric statistics for details.

8. Sample Size Calculations
As previously discussed, there has been a strong trend away from hypothesis

testing and p-values towards the use of confidence intervals in the reporting of re-
sults from biomedical research. Since the design phase of a study should be in sync
with the analysis that will be eventually performed, sample size calculations should
be carried out on the basis of ensuring adequate numbers for accurate estimation of
important quantities that will be estimated in our study, rather than by power calcu-
lations. The question of how accurate is “accurate enough” can be addressed by
carefully considering the results you would expect to get (a bit of a “Catch 22”
situation, since if you knew the results you will get, there would be no need to carry
out the experiment!), and making sure your interval will be small enough to land in
intervals numbered 1, 3, or 4 of Figure 2.8. The determination of an appropriate
width is a nontrivial exercise, not to be taken lightly.

For estimating the sample requirements in experiments involving population
means, two different formulae are available, depending on whether you are in a
single sample or two sample situation. These are derived by solving for the sample
size n in the formulae for the confidence intervals (see Section 6).

Single Sample
Let µ be the mean that is to be estimated, and assume that we wish to estimate µ

to an accuracy of a total CI width of w (so that the CI will be   x  ± d, where 2 x d = w).
Let σ be the standard deviation in the population.

Then the required sample size, n, is given by

where, as usual, z is replaced by the appropriate normal distribution quantile
(z = 1.96, 1.64, or 2.58 for 95%, 90% or 99% intervals, respectively).

For example, suppose that we would like to estimate mean systolic blood pres-
sure postheart surgery to an accuracy of d = 2 mmHg with a 95% confidence inter-
val, and that we expect the patient-to-patient variability will be σ = 10 mmHg.
Then from the above formula, we need

    
n

z

d

z

w
= =

2 2

2

2 2

2

4σ σ

    
n =

×
=

1 96 10

2
96

2 2

2

.



52 Surgical Arithmetic

2

rounding up to the next highest integer. The most difficult problem in using equation
(6) is to decide on a value for the standard deviation σ, as it is usually unknown. A
conservative approach would be to use the maximum value of σ that seems reason-
ably likely to occur in the experiment.

Two Samples
Let µ1 and µ2 be the means of two populations, and suppose that we would like

an accurate estimate of µ1 - µ2. Again assume a total CI width of w (so that again
2 x d = w). Let σ1 and σ2 be the standard deviations in each population, respectively.

Then

where now n represents the required sample size for each group. As usual, z is chosen
as above.

Similar formulae are available for sample size requirements for accurate estima-
tion of one or two proportions.

Single Sample
Let p be the proportion that is to be estimated, and assume that we wish to

estimate p to an accuracy of a total CI width of w = 2 x d.
Then

where, again, z is the appropriate normal quantile.

Two Samples
Let p1 and p2 be the two proportions whose difference we would like to estimate

to a total CI width of w = 2 x d.
Then

(8)

where again n represents the required sample size for each group.
For example, suppose we would like to design a study to measure the difference

in success rates for two types of surgery. Assume that the standard therapy is thought
to be successful with probability p1 = 0.70, and the new surgery may improve this to
p2 = 0.80. We would like to estimate the true difference to within d = 0.05, so that
not only will we be able to detect any differences of 10%, but the 95% confidence
interval will be far enough away from 0 (if our predicted rates are correct) so that we
can make a more definitive conclusion as to the clinical utility of the new technique
(see Section 4.3). We calculate
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so that 569 patients are required in each group.
The main practical difficulty with formulae (7) and (8) is assigning appropriate

values for p, p1 and p2. It is therefore useful to note that equation (7) is maximized
when p = 0.5, so using this value is conservative in the sense that the desired confi-
dence interval width will be respected regardless of the estimated value of p that will
be observed in the study. This conservative value, however, may provide too large a
sample size and therefore be wasteful of resources if the true proportion is far from
0.5. A conservative rule of thumb is to use the value of p which is closest to 0.5,
selected from the set of all plausible values. Similarly, (8) is maximized for p1 =
p2 = 0.5, so a similar rule of thumb applies for each of p1 and p2.

9. Bayesian Inference
Consider again the problem introduced in Section 4.1. Recall that in this example

the standard therapy is assumed to have a success rate of 80%, while the data col-
lected so far for the new surgical technique indicates a 90% success rate, but is based
on only 10 subjects. The frequentist confidence interval was very wide, ranging
from 55.7-99.7%, so has not been particularly helpful in making a decision as to
which technique to use for the next patient. At this point, with the data being rela-
tively uninformative, the surgeon may decide to be conservative and remain with
the standard surgery until more information becomes available about the new tech-
nique, or may go with his “gut feeling” as to the likelihood that the new therapy is
truly better or not. If there has been data from animal experiments or strong theoretical
reasons why the new technique may be better, he may be tempted to try the new
one. Can anything be done to aid him in this decision making process?

Bayesian analysis has several advantages over standard or frequentist statistical
analyses. These advantages include:

1. The ability to address questions of direct clinical interest, such as ques-
tions 1 and 2 of Section 4.1. Hence results of Bayesian analyses are straight-
forward to interpret, in contrast to the obscure and difficult to under-
stand (and hence frequently misinterpreted) inferences provided by p-values
and confidence intervals.

2. The ability to incorporate relevant information not directly contained in
the data into any statistical analysis.

3. A natural way to update statistical analyses as new information becomes
available.

A main theoretical difference between frequentist and Bayesian statistical analy-
ses is that Bayesian analysis permits parameters of interest (binomial probabilities,
population means, and so on) to be considered as random quantities, so that prob-
abilities can be attached to the possible values that they may attain. On the other
hand, frequentists consider these parameters as fixed (albeit possibly unknown) con-
stants, so have no choice but to attach their probabilities to the data that could arise
from the experiment, rather than on the parameters. This distinction is the main
why Bayesian analysis is able to answer the direct questions of interest (questions 1
and 2 of Section 4.1) while frequentist analyses must settle for answering the more
obscure questions 3 and 4.

The ability to address questions of direct interest, however, comes at the cost of
having to do a bit more work. Not only do Bayesians have to collect data from their
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experiments, but they also have to quantify the state of knowledge about all param-
eters prior to their collecting this data. This nontrivial step is summarized in a prior
distribution. The information in the prior distribution is updated by the informa-
tion in the data to arrive at a posterior distribution, which summarizes all available
information, past and current. We will apply a Bayesian analysis to our surgeon’s
decision later in this section, but first we need to define the basic elements of all
Bayesian analyses, and see how they are applied to drawing inferences about our
parameter of interest here, the binomial success rate of the new surgical technique.

Let us generically denote our parameter of interest as θ. Hence θ can be a bino-
mial parameter, or the mean and variance from a Normal distribution, or an odds
ratio, or a set of regression coefficients, and so on. Note in particular that θ can be
two or more dimensional. The parameter of interest is sometimes usefully thought
of as the “true state of nature”. The basic elements of a Bayesian analysis then are:

1. The prior probability distribution, f(θ). This prior distribution summa-
rizes what is known about θ before the experiment is carried out. It is
“subjective”, so may vary from investigator to investigator.

2. The likelihood function, f(x|θ). The likelihood function provides the dis-
tribution of the data, x, given the parameter value θ. For instance, it may
be a binomial likelihood (see equation (1)), a normal likelihood of the
form given in equation (2), or a likelihood from a regression equation
with associated normal residual variance (see Chapter 5). It is important
to realize that Bayesians and frequentists alike can use the same likelihood
function, as both need to calculate the probability of data given various
values for the parameter θ.

3. The posterior distribution, f (θ | x). The posterior distribution summa-
rizes the information in the data, x, together with the information in the
prior distribution, f (θ). Thus, it summarizes what is known about the
parameter of interest θ after the data are collected.

Bayes Theorem, first discussed by Thomas Bayes15 in 1763 relates the above
three quantities:

or using our notation above,

or, omitting the normalizing constant,

where ∝ indicates “is proportional to”.
Thus we “update” the prior distribution to a posterior distribution after seeing

the data via Bayes Theorem. The current posterior distribution can be used as a
prior distribution for the next study, hence Bayesian inference provides a natural
way to represent the learning that occurs as science progresses.
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The most contentious element in Bayesian analysis is the need to specify a prior
distribution. Since there is no “objective” or unique way to derive prior distribu-
tions, they are necessarily subjective, in the sense that one surgeon may derive a
different prior distribution than his colleague, and hence arrive at a different poste-
rior distribution.

Several points can be made regarding this “controversy”:
1. Bayesian can use “diffuse”, “flat” or “reference” prior distributions, which

for all practical purposes consider all values in the feasible range as equally
likely. Hence, if little prior information exists, or if a Bayesian wishes to
see what information the data themselves provide, this choice of prior
distribution can be used. In fact, in many situations, a Bayesian analysis
using reference priors will result in similar interval estimates as those pro-
vided by frequentist confidence intervals. However, the Bayesian inter-
vals still retain their nice interpretation as directly providing the probabil-
ity that the parameter of interest will be in the interval, as compared to
the somewhat convoluted definition of the frequentist confidence interval.

2. While many frequentists have been quick to criticize Bayesian analysis
because of the difficulty in deriving prior distributions, frequentist analy-
sis always completely ignores this information, which can hardly be
considered as a better solution.

3. If different clinicians have a range of prior opinions and hence a range of
prior distributions, there will also be a range of posterior distributions.
Presenting several Bayesian analyses matching this range of prior opin-
ions helps to raise the level of debate following the publication of results
in medical journals, as it accurately reflects the range of clinical opinion
that exists in the community. Furthermore, it can be shown that as more
data accumulates, the posterior distributions from different priors tend to
converge towards a single distribution, accurately mirroring the process
of eventual consensus among clinicians as data accumulates. See
Speigelhalter et al16 or a more introductory level article in JAMA10 for
more information on using a range of prior distributions when carrying
out a Bayesian analysis.

9.1. Bayesian Inference for Proportions
Suppose that in a given experiment x “successes” are observed in N binomial

trials. Let θ denote the true but unknown probability of success, and suppose that
the problem is to find an interval that covers the most likely locations for θ given the
data. We use the notation θ in keeping with our generic notation above, but note
that θ here is equivalent to p from Sections 3 and 4.

The Bayesian solution to this problem follows the usual pattern, as outlined
above. Hence the main steps can be summarized as:

1. Write down the likelihood function for the data.
2. Write down the prior distribution for the data.
3. Use Bayes Theorem (that is, multiply the equation for the likelihood func-

tion of the data by the prior distribution) to derive the posterior distribu-
tion. Use this posterior distribution, or summaries of it like 95% credible
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intervals for statistical inferences. Credible intervals are the Bayesian ana-
logues to frequentist confidence intervals.

For the case of a single binomial parameter, these steps are realized by:

1. The likelihood function is the usual binomial probability formula given
by equation (1) in Section 3.4,
where f(θ|x) represents the likelihood function for the success rate θ given
data x.

2. Although any prior distribution can be used, for reasons to be explained
below, a convenient prior distribution family is the beta family. A random
variable, θ, has a distribution that belongs to the beta family if it has a
probability density given by:

for 0 ≤ θ ≤ 1, and α, β > 0. [B(α,β) represents the beta function evaluated
at (α,β). It is simply the normalizing constant that is necessary to make
the total area under the curve to one, but otherwise plays no role.]
Some beta distributions are illustrated in Figure 2.9. For example, using

Fig. 2.9. Four beta densities. The distribution in the upper left hand corner is a
beta(α=1, β = 1) density, equivalent to a uniform distribution. The distribution in
the upper right hand corner is a beta(α =10, β = 10) density, which looks similar to
a normal distribution in shape. The bottom left and right densities are beta(α = 2,
β = 8) and beta(α =8, β = 2) densities, respectively, which are both skewed.
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a beta(α = 1, β = 1) distribution produces a perfectly flat or uniform
distribution over the range of all possible values, suitable for a “diffuse”
or “noninformative” distribution when little or no prior information is
available or when one wishes to see the information contained in the
data by themselves. On the other hand, a beta(α = 10, β = 10) density
produces a curve similar in shape to a normal density centered at θ = 0.5.
If α > β then the curve is skewed towards values near 1, while if α < β
then the curve is skewed towards values near 0.
The mean of the beta distribution is given by:

and the standard deviation is given by:

Therefore, to choose a prior distribution, one needs only to specify values
for α and β. This can be done by finding the α and β values that give the
correct prior mean and standard deviation values. Solving the above two
equations in two unknowns, the formulae are:

and

For example, if we wish to find a member of the beta family centered at
µ = 0.85 and with σ = 0.05, then plugging these values for µ and σ into
the above equations gives α = 42.5 and β = 7.5, so that a β(42.5, 7.5) will
have the desired properties. This curve, pictured in Figure 2.10, may be
an appropriate prior distribution for the problem introduced in Section
4.1, if the surgeon believes, a priori, that the new technique is likely to be
successful between 75-95% of the time, and whose best guess of the rate
is 85%. We will return to this example again shortly.

3. As always, Bayes Theorem says:
posterior distribution ∝ prior distribution × likelihood function.
In this case, it can be shown (by relatively simple algebra) that if the prior
distribution is beta(α,β), and the data is x successes in N trials, then the
posterior distribution is beta(α + x, β + N - x ). This simplicity arises from
noticing that both the beta prior distribution as represented in (9) and the
binomial likelihood as given in (1) have the general form θα x (1-θ)β, so that
when multiplying them as required by Bayes Theorem, the exponents
simply add, and the form is once again recognized to be from the beta
family of distributions.
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Hence if we observe the new surgical technique to be successful in 9 out of 10
patients, and if we use the prior distribution discussed above, then the posterior
distribution is a beta(42.5 + 9, 7.5 + 1) = beta(51.5, 8.5) distribution, which is
illustrated in Figure 2.10. The mean of this distribution is 

  
51 5

51 5 8 5
0 858.

. .
. ,

+
=  and the

95% posterior interval is (0.77, 0.94). The probability of being greater than 80% is
0.896 (area under the curve to the right of 0.8 in Figure 2.10). Therefore, the sur-
geon may be tempted to try the new surgery on his next patient, but should realize
that this decision is mostly based on his prior information, to which the data con-
tributed only a small amount of new information. Looking at Figure 2.10, we see
that the prior density was shifted only a small amount by the data. If instead he “lets
the data speak for themselves” by using a beta(1,1) or uniform prior distribution
(see Figure 2.9), then the 95% interval is (0.63, 0.99), very similar numerically to
the frequentist confidence interval, although their interpretations are very different.
Bayesian intervals (often called credible intervals to distinguish them from frequentist
confidence intervals) are interpreted directly as the posterior probability that θ is in
the interval, given the data and the prior distribution. No references to long run
frequencies or other experiments are required, as is the case for confidence intervals
(see Section 4.3). Of course, the chart in Figure 2.8 applies to Bayesian credible
intervals as well as frequentist confidence intervals.

In general, one should usually carry out a Bayesian analysis using a “diffuse”
prior distribution like a beta(1,1) distribution, to examine what information the
current data set provides. Then, one or more Bayesian analyses with more informative
prior distributions could be carried out, depending on the available prior informa-
tion. If there are widely divergent opinions in the medical community concerning

Fig. 2.10. Prior and posterior densities for the binomial probability example.



59Introduction to Biostatistics: Describing and Drawing Inferences from Data

2

the parameters of interest, then several prior distributions should be used. If the data
set is large, then similar conclusions will be reached no matter which prior distribu-
tion one starts with. On the other hand, with smaller data sets, there will still be
diversity of opinions, even after the new data are analyzed. Bayesian analysis allows
this situation to be accurately represented and assessed.

Bayesian Inference for Means

Example
Consider the situation where we are trying to estimate the average age of men

who arrive at a certain emergency clinic with a myocardial infarction (MI).
Suppose that the following data are collected on 27 consecutive such men at this

clinic:
76, 71, 82, 63, 76, 64, 64, 74, 70, 64, 75, 81, 75, 78, 66, 62, 79, 82, 78, 62, 72,

83, 79, 41, 80, 77, 67.

From this data, we find   x  = 71.89, and s2 = 85.18, so that     s = =85 18 9 22. . .
Let us assume the following:

1. The standard deviation is known a priori to be σ = 9 years. This unrealis-
tic assumption allows us to forgo estimating the variance, which compli-
cates the analysis somewhat. Of course, Bayesian methods for analyzing
data when the standard deviation is unknown are available, see the book
by Berry.17

2. The observations come from a Normal distribution with unknown mean
µ (and known variance σ2 = 92 = 81).

We will again follow the three usual steps used in Bayesian analyses:
1. Write down the likelihood function for the data.
2. Write down the prior distribution for the unknown parameter, in this

case the normal mean µ.
3. Use Bayes Theorem to derive the posterior distribution. Use this poste-

rior distribution, or summaries of it like 95% credible intervals for statis-
tical inferences.

For inference about a normal mean, µ, these steps are:
1. The likelihood function for the data is based on the Normal

distribution, i.e.,

This likelihood function is derived from multiplying together n copies of
the normal density, each time plugging in the data, xi, from a single patient
(see equation (2)). Hence the likelihood function represents the probability
of getting the observed data, where the data follow a normal curve. In our
example, n = 27.

2. Suppose that we have a priori information that the random parameter µ
is likely to be in the interval (60,80). That is, we think that the average
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age should be about 70, but would not be too surprised if it were as low as
perhaps 60, or as high as about 80. We will represent this prior distribu-
tion as a second normal distribution (not to be confused with the fact
that the data are also assumed to follow a Normal density). The normal
prior density is chosen here for the same reason as the Beta distribution is
chosen when we looked at the binomial distribution: it makes the solu-
tion of Bayes Theorem very easy. We can therefore approximate our prior
knowledge as:

    µ θ τ~ ( , ) ( , ),N N2 2100 5 25= =

where τ = 5 is our prior standard deviation, and where the notation ~ is
read as “is distributed as”. Small values of τ would indicate that we are
quite certain that the true mean is near 70 years, while larger values would
indicate less certainty about our prior mean value of θ = 70.
In general, this choice for a prior distribution is based on any information
that is available at the time of the experiment. In this case, the prior distri-
bution was chosen to have a somewhat large standard deviation (τ = 5) to
reflect that we are quite uncertain about the average age of the MI patients.
A clinician with more experience in this area, or who perhaps has worked
in similar clinics for a long period of time, may elect to choose a much
smaller value for τ. Note that we use two distinct standard deviations: σ
represents the variability of the ages among the patients, while τ repre-
sents how certain we are of our prior mean value.

3. We now wish to combine this prior density with the information in the
data as represented by the likelihood function to derive the posterior dis-
tribution. This combination is again carried out by a version of Bayes
Theorem. Hence we multiply the likelihood function by the prior den-
sity. After some algebra, the posterior distribution is again given by a
normal distribution,

where

Plugging in these values we find that the posterior distribution for our
mean µ is N(71.69,2.68), as shown in Figure 2.11. The mean value
depends on both the prior mean, θ, and the observed mean,   x .

Once again, the posterior distribution is interpreted as the actual probability
density of µ given the prior information and the data, so that we can calculate the
probabilities of being in any interval we like. These calculations can be done in the
usual way, using normal tables. For example, a 95% credible interval is given by
(68.5, 74.9). In comparing this interval to the prior 95% interval of (60,80), we can
see that the data here have provided much information. In fact, if we use a “flat” or

    
N A B x

n
× + ×

+









θ

τ σ

τ σ
,   ,

2

2

2

2

    
A

n

n
B

n
n x=

+
= =

+
= = =

σ

τ σ

τ

τ σ
σ τ θ

2

2

2

2
0 107 0 893 5 71 89

/

/
. ,

/
. , . .

2 2
  = 27, = 9, = 25 , = 70, and 



61Introduction to Biostatistics: Describing and Drawing Inferences from Data

2

diffuse prior distribution to see what the data themselves say, the 95% credible interval
is (68.3, 75.1), which is hardly different from the previous interval.

Summary of the Use of Bayesian Inference versus Frequentist
Inference
In this Chapter, we have considered both standard frequentist analysis and Baye-

sian analysis. In general, Bayesian analysis is more difficult to carry out, since in
addition to collecting some data, one needs to carefully assess a prior density. In any
given situation, which is preferable? The following points should be considered in
making this decision:

1. Bayesian analysis allows for the integration of past knowledge, presum-
ably leading to sharper inferences and better clinical decisions when other
information is relevant to the decision, as was the case in our example of
Section 9.2. See Brophy and Joseph10 for an example using data from a
clinical trial. Many other examples are also available.11,16,17

2. It is more work to carry out Bayesian analyses. This extra effort may be
worthwhile for the questions that Bayesian analysis allows one to address,
or if there is appreciable prior information that should be factored into
any decisions. While frequentists are also able to consider prior informa-
tion, they can do so only informally. This usually appears as nonquantitative
ad hoc discussion, which is difficult for readers to evaluate.

3. Frequentist analysis is at the present time more commonly used in the
medical literature compared to Bayesian analysis, but that does not neces-
sarily imply it is better or that is to be preferred in any given situation.

Fig. 2.11. Prior and posterior densities for the age of MI example.
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The use of Bayesian analysis has been rapidly increasing in the past few
years, and it remains to be seen what the main paradigm of statistical
analysis will be in the 21st century. There is usually a time lag in bringing
innovations from one scientific domain into another, and this has been
especially problematic in bringing new statistical methods into the medi-
cal literature.

Conclusions
This Chapter has introduced some of the major ideas behind statistical infer-

ence, with emphasis on the simpler methods most useful to medical research. Rather
than a simple catalogue listing of which tests to use for which types of data, we have
tried to explain the logic behind the common statistical procedures seen in the medical
literature, the correct way to interpret the results, and what their drawbacks may be.
We have also introduced Bayesian inference as a strong alternative to standard
frequentist statistical methods, both for its ability to incorporate the available prior
information into the analysis, and because of its ability to address questions of direct
clinical interest.

Of course, there are many other important statistical techniques used in medical
research. The three most important of these are linear and logistic regression, both
covered in Chapter 5 of this book, and survival analysis, discussed in Chapter 6.
Statistical issues related to diagnostic testing are addressed in Chapter 3, and Chap-
ter 7 provides an introduction to meta-analysis, which is the statistical merging of
information from several studies.

For further reading, there are literally hundreds of books on basic statistical tech-
niques, with many of these specific to statistics in medicine. These include Colton,18

Armitage and Berry,14 and Rosner.19 Berry’s book17 provides an introduction to Baye-
sian methods, and this same author also has coedited a book on more advanced
Bayesian applications to medicine.20
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CHAPTER 3

Surgical Arithmetic: Epidemiological, Statistical and Outcome-Based Approach to Surgical Practice,
by Lawrence Rosenberg, Lawrence Joseph, and Alan Barkun. ©2000 Landes Bioscience.

Interpretation of Diagnostic Tests

Joseph Romagnuolo, Alan N. Barkun and Lawrence Joseph

After history and physical examination, the clinician is often left with a short
differential diagnosis that must be further narrowed before appropriate treatment
can begin. This almost always means that additional radiographic and/or laboratory
tests must be performed in order to confirm or discard a suspected diagnosis. In fact,
even the questions asked of patients during the history and physical exam are all
informal diagnostic tests in themselves. How likely is the patient to have a mass if
you don’t feel one? How likely is the patient with recurrent biliary colic and normal
transaminases to have a common bile duct stone, and should they have an ERCP
before their cholecystectomy? How confident can you be that your patient with a
normal barium enema does not have polyps or cancer? What if they had had a
negative sigmoidoscopy as well? The interpretation of the literature studying these
tests and the translation of that information into a form that is easily applicable to a
clinical scenario is thus critical. In this review, we will introduce several statistical
concepts relating to diagnostic tests and provide examples demonstrating how these
can be used in day to day practice.

Diagnostic Tests and the 2 x 2 Table
The 2x2 (“two by two”) table is a useful way of summarizing data regarding the

performance of a diagnostic test. The name arises from the form of the table, which
has 2 rows and 2 columns. The 2 columns represent patients with (D+) and without
(D-) the disease sought, and the rows are the patients with a positive test (T+) and a
negative or normal test (T-). The columns and rows are totaled at the bottom and
right side, respectively (Table 3.1). The values (numbers of patients) falling into the
four cells in Table 3.1 are each represented by a letter (a, b, c, d) to facilitate the
referencing of these cells in the discussion below.

The study represented in Table 3.1 concerned the use of ultrasound in 70 chil-
dren to diagnose acute appendicitis.1 A positive test was defined as a noncompressible
appendix with a maximal outer diameter greater than 6 mm. Thirty-five patients
had a positive test, and of those, 31 had pathologically documented appendicitis
while 4 settled without therapy. It is assumed that the latter did not have appendici-
tis (false positive patients). Of the 33 with acute appendicitis, two patients were
missed (false negative patients).
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Table 3.1. Acute appendicitis (Data from Vignault et al)

D+ D-

Ultrasound T+ a = 31 b = 4 a+b = 35

Finding T- c = 2 d = 33 c+d = 35

a+c = 33 b+d = 37 a+b+c+c = 70

One can easily compute clinically relevant proportions from such a table. For
example, 2 of 33 patients with acute appendicitis had a negative test for a false
negative rate of 6%. The probability of any patient having a positive test can be
written in shorthand as P(T+), which can be estimated from the table as (a+b)/
(a+b+c+d) = 35/70 = 0.50. Of course, we know from Chapter 2 that this estimate is
subject to random error, and that calculating a confidence interval for this probabil-
ity is a good idea. Here the 95% confidence interval is (0.38,0.62). A patient can
either have a positive or a negative test but not both so that P(T+) + P(T-) = 1.
Similarly, one can either have appendicitis or not (P(D+) + P(D-) = 1).

Conditional probability is the probability that an event occurs given that an-
other condition is satisfied or that another event occurs, for example, the probability
that a patient does not have appendicitis given that he/she has had a positive test.
This is notated as P(D-|T+), which can be estimated from the 2x2 table as 4/35 = b/
(a+b) = 0.11. The numerator is the figure in the D-/T+ box and the denominator is
the total from the T+ row. See Chapter 2 for more details about probability, condi-
tional probability, and confidence intervals.

Sensitivity and Specificity vs Predictive Values
Sensitivity, specificity, positive and negative predictive values, and accuracy are

often collectively referred to as characteristics of test performance. Sensitivity and
specificity are often said to be inherent to a test, whereas predictive values vary
depending on the prevalence of disease (or alternatively, the pretest probability of
disease) in the population tested. This important distinction will be examined fur-
ther below. We first define each of these quantities.

The sensitivity of a test is the conditional probability of a patient testing positive
for a disease given that the patient in fact has the disease. Referring to Table 3.1, we
can estimate the sensitivity of ultrasound as P(T+|D+) = 31/33 = a / (a+c) = 0.94.
Note that the denominator is the total number of patients with the disease. In a
perfectly sensitive test, all patients with the disease test positive. It is also known as
the true positive rate or PiD (positive in disease) rate.2 As such, a sensitive test is
helpful at ruling OUT disease. This can be remembered by the mnemonic SnOUT
(Sn for sensitivity). This is the characteristic one looks for in an initial screening test
or when the disease is so devastating that one cannot afford to miss it. The sensitiv-
ity is also 1-(false negative rate) or 1-P(T-|D+) which in our example can be esti-
mated as 1-c / (a+c) = 1-2/33 = 31/33 = 0.94, as above.

The specificity of a test is the probability of a patient testing negative for a dis-
ease given that the patient is in fact disease-free. Again, referring to Table 3.1, the
specificity of ultrasound can be estimated by P(T-|D-) = d / (b+d) = 33/37 = 0.89.
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Note that the denominator is the number of nondiseased patients. In other words,
the specificity provides the probability that normal patients will have a normal test.
It can also be thought of as the true negative rate or the NiH (negative in health)
rate. A perfectly specific test allows one to, therefore, rule IN disease with absolute
certainty because you are sure that you have correctly classified everyone who is
nondiseased. The mnemonic SpIN is often used.3 A specific test is useful as a confir-
matory test, especially when a positive test may lead to a potentially dangerous thera-
peutic intervention. As well, tests with poor specificity may lead to increased health
care expenditures because of unnecessary further testing or therapeutic interven-
tions. Specificity is also 1-(false positive rate) or 1 – P(T+|D-), which in our ultra-
sound example is estimated by 1-b/(b+d) = 1-4/37. Unfortunately, when most tests
are manipulated to increase sensitivity, for example by decreasing the critical appen-
diceal diameter on ultrasound from 6 mm to 4 mm, this will almost always at the
same time decrease specificity because one is now calling some normal appendices
abnormal. Similarly, attempts to increase specificity by raising a cutoff value usually
results in decreased sensitivity. This inverse relationship, illustrated in Figure 3.1,
has led to the development of test characteristics that incorporate both sensitivity
and specificity in one, such as the likelihood ratio, discussed later.

Unlike sensitivity and specificity, which have as their “denominators” the num-
ber of people with or without a disease, respectively, predictive values consider the
number of people with or without a positive test. Positive predictive value (PPV) is
defined as the conditional probability of in fact having the disease given a positive
test result. Referring again to Table 3.1, we can estimate the PPV of ultrasound for
the diagnosis of acute appendicitis as P(D+|T+) = a/(a+b) = 31/35 = 0.89. Predictive
values are felt to be the most clinically relevant test characteristic since they provide
information about the type of situation clinicians face most often: the physician has
received a report of a positive test result and wants to know how likely the disease
now is. PPV is another way of measuring the ability of a test to “rule in” disease, and
so the mnemonic SpIN can be modified to SpPin, where the capital “P” in the
center stands for PPV.2

However, because sensitivity and specificity consider only either diseased or nor-
mal subjects, respectively, and do not mix these groups, they are not influenced
mathematically by changes in the prevalence of disease in the tested population.
The prevalence of disease in the above example can be estimated as P(D+) = (a+c)/
(a+b+c+d) = 33/70 = 0.47. If we were to test a population with a lower pretest
probability of disease, for example, and halve all the values in the D+ column of
Table 3.1 (see Table 3.2), then the sensitivity and specificity would not change,
because the proportions of patients who test positively or negatively in the D+ and
D- columns, respectively, would not change. However, the PPV will drop from 0.89
to 15.5/35 = 0.44. Therefore, the PPV goes down when the prevalence of disease
goes down and goes up when specificity goes up. The corollary is that PPV can be
high in a population with high disease prevalence even if the specificity is poor.

Similarly, negative predictive value (NPV) is the probability of a patient being
truly nondiseased given that the test is normal. NPV can be estimated by P(D-|T-)
= d/(c+d) = 33/35 = 0.94 in Table 3.1, and as 33/34 = 0.97 in Table 3.2. The NPV
improves as disease prevalence goes down, in direct contrast to the PPV. It is also
higher the more sensitive a test is. The NPV is another measure of the ability of a
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Table 3.2. Acute appendicitis

D+ D-

ultrasound T+ a = 15.5 b = 4 a+b = 19.5

finding T- c = 1 d = 33 c+d = 34

a+c = 16.5 b+d = 37 a+b+c+c = 53.5

Fig. 3.1. Overlapping distributions of diseased and nondiseased populations. As
the cutoff value is moved to the right, sensitivity increases and specificity decreases.
As it is moved to the left, sensitivity decreases while specificity increases. The
black block arrow indicates the point of minimum overlap whereon a cutoff value
would yield the best mathematical compromise between sensitivity and specific-
ity. The best clinical compromise may be at a different point.

test to “rule out” disease. The SnOUT mnemonic can also be modified to SnNout
where the capital “N” in the center stands for NPV.2

Although the classical epidemiological model for diagnostic tests discussed above
implies that sensitivity and specificity are inherent properties of a test and do not
change when prevalence of disease does, this is in reality an oversimplification (albeit
a very useful one). When tests are applied to differing populations or when the
diagnostic test is applied to a heterogeneous group of disorders, or a heterogeneous
group of patients within a given disorder, there is always the possibility of spectrum
bias.4-6 The sensitivity of a test in identifying advanced disease, for example, is fre-
quently different when the same test is used for identifying early disease. The sensi-
tivity of barium enema for the detection of polyps, in theory, should not change
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whether you are looking at 50 year olds with a low prevalence of neoplasia or 70 year
olds with a higher prevalence. Unfortunately, the sensitivity is affected by factors
such as the size of the polyps. And since the higher prevalence group will also have
the larger, more obvious lesions, the sensitivity of the test will appear to go up in the
higher prevalence group. Therefore, if the disease in the higher prevalence group
represents a different spectrum of the disease, that is, with cases that are either easier
or more difficult to diagnose, the sensitivity and specificity can actually appear to be
prevalence-dependent.

There are a few other test performance characteristics that are frequently reported
and worth defining here. Accuracy is the overall probability that a test provides the
right diagnosis, combining results for both truly positive and truly negative subjects.
From Table 3.1, we can estimate it as P(T+|D+) + P(T-|D-) = (a+d)/(a+b+c+d) =
31/70 + 33/70 = 0.91. Like the PPV and NPV, however, accuracy is also influenced
by the prevalence of the disease, so is not a property of the diagnostic test alone.
Precision differs from accuracy in that precision refers to the consistency of the test
if one were to repeat it over and over on the same patient, under the same condi-
tions. It is closely related to intraobserver reliability which is the chance that the
same interpreter of a given test, when presented with it again at different time, will
come to the same conclusion. This is more an issue for tests that are subject to
clinical interpretation, such as X-rays, and less an issue for numerical values from
blood tests, for example. Interobserver reliability relates to the chance that two dif-
ferent health-care workers interpreting the same test in the same patient will come
to the same conclusion, in terms of classifying the test result as positive or negative.
It is frequently reported as a κ statistic (defined as the agreement observed beyond
chance divided by the agreement possible beyond chance), where 1.0 is perfect agree-
ment, 0 is no more agreement than would be expected by chance alone, and -1.0 is
perfect disagreement. In general, a κ < 0.4 reflects poor agreement, 0.4-0.6 is fair,
0.6-0.8 is good, and > 0.8 is excellent.7 For example, at the McGill University Health
Sciences Center, the interobserver agreement among radiologists for the diagnosis
of choledocholithiasis on magnetic resonance cholangiopancreatography (MRCP)
is 0.82, which is very good agreement.8 Lastly, utility is often used in the diagnostic
test context as a somewhat vague measure that refers to the clinical usefulness of a
diagnostic test. A test like abdominal ultrasound, which accurately identifies gall-
bladder stones in completely asymptomatic patients may have excellent sensitivity
and specificity, but may have poor utility if the results do not help modify your
management or your approach to the patient.

Odds and Likelihood Ratios
Before discussing odds ratios and their relationship to likelihood ratios, we will

first need to discuss the concept of pretest (or prior) and posttest (or posterior)
probabilities of disease. Pretest probability is, as its name implies, the chance that
one would give the patient of having the disease before knowing the results of the
test in question. The posttest probability is the updated chance one would give
them of having the disease after one has found whether the test result is positive or
negative. In many cases, the pretest probability is estimated by the prevalence of
disease in the population of interest. In other situations, it may be the posttest prob-
ability of a prior diagnostic test. For example, if we consider the clinical examination
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as a diagnostic test, with the prevalence of disease being the pretest probability of
disease, then the posterior probability of having the disease, following the history
and physical exam, becomes the pretest probability for the next investigation (e.g.,
bloodwork, X-ray, etc.).

For example, after hearing about a 65 year old patient with rectal bleeding, one
might initially estimate the probability of cancer at 20%. After your history reveals
weight loss and a feeling of incomplete evacuation, your posttest probability might
rise to perhaps 80%. This 80% then becomes the pretest probability for your next
intervention which might be a digital rectal exam. The uncertain impression on the
rectal exam of a vague mass then further increases that posttest probability to, say,
95%. While exact probabilities may be difficult to assess even after a careful litera-
ture review, the clinician will always keep some idea of the probabilities in mind
when deciding on a diagnosis for any patient.

Let us consider another more realistic example from the literature. In a study
looking at the detection of splenomegaly by physical exam, 118 patients were exam-
ined using a variety of maneuvers, including splenic percussion, Traube’s space per-
cussion, supine and right lateral decubitus palpation, and Middleton’s maneuver.9

Sensitivities and specificities were calculated for the individual maneuvers as well as
the conditional sensitivity (74%) and specificity (90%) for palpation (positive de-
fined as spleen probably palpable or definitely palpable), given a positive Traube’s
space percussion (defined as uncertain, probably dull or definitely dull). No palpa-
tion maneuver was found to be better than any other. Let us say one is rounding on
a ward in which it is estimated that the prevalence of splenomegaly is 10%. The
pretest probability is then, by default, also 10% before physical examination. With
a sensitivity of 62% and specificity of 72% for Traube’s space percussion, the posttest
probability of splenomegaly rises to 19.7% with positive percussion. This then be-
comes the pretest probability before palpation. If one then palpates for a spleen, and
thinks the spleen is probably palpable, the posttest probability rises to 64.5%. This
is now the pretest probability before abdominal ultrasound, and so on. The calcula-
tion of these probabilities is discussed below.

The odds of having a certain disease are simply defined as the probability of a
patient having the disease divided by the probability of the patient not having it, or
P(D+) / (1-P(D+)). Therefore, if the probability of a gastric ulcer being malignant
based on its large size at endoscopy is 67%, then the odds of it being malignant are
0.67/(1-0.67), or 2 to 1.

Likelihood ratios are a form of odds ratio. The LR for a positive test (LR+)
represents the odds of a person having a disease if the test is positive, by comparing
the probability of a diseased person having a positive test with that of a person not
having the disease getting that same result, and is defined as…

LR+ = P(T+|D+) = True Positive Rate = Sensitivity
P(T+|D-) False positive Rate 1 - Specificity

Referring to Table 3.1, we can estimate the LR+ by…

    

a a c
b b d

/( + )
/( )+
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In contrast, the LR of a negative test (LR-) is the odds of a person not having the
disease if the test is negative and is represented by the following…

LR- = P(T-|D-) = True Negative Rate = 1 - Sensitivity
P(T-|D+) False negative Rate Specificity

Referring to Table 3.1, we can estimate the LR- by…
c / (a+c)
d / (b+d)

Likelihood ratios (LR) are helpful in comparing various tests because they inte-
grate the sensitivity and the specificity and tell you, at a glance, how discriminate
the test is and what its best role is, i.e., whether the test is better for ruling in or out
disease. They are also independent of disease prevalence, although the caveats relating
to this point for sensitivities and specificities are of course inherited by LRs.

Specificity-corrected sensitivity (SC-sensitivity) and sensitivity-corrected speci-
ficity (SC-specificity) are two other related statistics that have been described to
attempt to similarly capture the balance between sensitivity and specificity.10 The
former is defined as the sensitivity divided by “lack of specificity” or
sensitivity(1-specificity) which is the same as a LR+. The latter corrects specificity
for “lack of sensitivity” or specificity/(1-sensitivity) and is the same as the reciprocal
of a LR-. This terminology, however, is not commonly used and the terms LR+ and
LR- are generally preferred.

A diagnostic test exhibiting a LR of 1 does not provide any useful information. It
means that people with and without disease have an equal chance of having a posi-
tive test. A coin toss, if it were used as a diagnostic test, would have a LR of 1; the
chance of a diseased person getting “heads” is equal to that of a person without the
disease. If a test displays a LR+ of far less than one, it is, in general, helpful at ruling
out disease and one that is much greater than one is, in general, helpful at ruling in
disease (although this does depend on the pretest odds of disease).

LRs do not apply just to dichotomized test results, but can also be calculated for
individual ranges of values of continuous test results. Unfortunately, there is a pau-
city of studies that report sufficient data to allow for their accurate estimation. Their
importance, however, lies in the fact that not all values below or above any cut off
for a continuous diagnostic test have the same meaning. Consider, for example, the
use of body temperature in a patient with acute abdominal pain to help diagnose
acute appendicitis. One is aware that anything above 37.7˚C is abnormal. However,
one intuitively accepts that the higher the temperature, the more likely appendicitis
may be. A value of 37.9˚C is not the same as 38.9˚C in its ability to predict appen-
dicitis. This is where LRs for continuous tests are useful. LRs allow one to pick
selected ranges of a test value and examine how helpful the individual ranges of
values are. The LR for a range is the probability of having the disease given that one’s
test result falls in that range divided by the probability of not having the disease
given one’s result falls in that same range. In fact, when different clinical and labora-
tory values were recently studied to determine their usefulness in diagnosing acute
appendicitis, the likelihood ratios for ranges into which these two temperatures fell
were found to be 1.16 and 5.59, respectively.11 That is, the former is not very helpful
in altering your pretest suspicion of appendicitis, whereas the second will increase it
markedly (even though both were above the upper limit of normal).
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As another example, consider the performance of various biochemical markers
for the diagnosis of acute pancreatitis. The data in Table 3.3 were derived from
scatter plots (see Fig. 3.3, discussed more fully later in this Chapter).12 The first step
towards estimating the sensitivity and specificity of a given cutoff is to construct a
2x2 table. Table 3.4 is such a table, using the previously recommended cutoff for the
assay of 80 U/L.13 The sensitivity estimate is therefore 31/37 = 0.84 and the specific-
ity estimated at 98/99 = 0.9898 at this cutoff. By substituting these into the above
equations, the LR is 0.84/(1-0.9898) = 82. This means a lipase > 80 U/L is extremely
helpful at confirming pancreatitis, although the background prevalence must also
be considered before any final diagnosis is made.

But how about intermediate lipase values? How should a value of 70 U/L be
interpreted? How about a value of 20 U/L? To calculate the LR for any given range
we simply assume that the range 40.1-60 U/L, for example, is considered a positive
test and then create a corresponding 2x2 table (Table 3.5), and calculate the result-
ing sensitivity and specificity. As it happens, there is a shortcut using Table 3.3: take
the fraction of patients with pancreatitis who had lipase values within that range
(the true positive rate) and divide it by the fraction of patients without pancreatitis
who also had lipase values within that range (the false positive rate). That is, 3/37
divided by 19/98 = 0.42. The other LRs are displayed in Table 3.3 across from their
respective ranges. They demonstrate that lipase levels less than 60 U/L are helpful at
ruling out pancreatitis (with those less than 40 being the most helpful), levels above
80 U/L are helpful at ruling in pancreatitis, and levels between 60 and 80 U/L do
not substantially alter your diagnostic certainty above and beyond your pretest clini-
cal suspicion.

There are many other situations where likelihood ratios for different ranges of
values of a continuous variable would be helpful. Serum alpha-fetoprotein for diag-
nosing hepatocellular carcinoma is one. Common bile duct diameter for predicting
choledocholithiasis is another. One important continuous variable, for which there
is likelihood ratio data, is ferritin used to diagnose iron deficiency anemia (Table 3.6).
Because in addition to being a measure of total iron stores, it is an acute phase
reactant, a normal ferritin level is difficult to define, especially in the elderly who
may have chronic comorbidities. Therefore, one study looked at geriatric patients
with anemia and determined iron status in many of them by bone marrow examina-
tion. The results and likelihood ratios are summarized in Table 3.6.14 One can see
that despite its limitations, a ferritin above 100 mg/L virtually rules out iron defi-
ciency. Somewhat disturbingly, however, even a ferritin of 30 mg/L in this popula-
tion, which is above the lower limit of normal in most centers, still increases your
pretest odds of disease three-fold and is likely to warrant further investigation, such
as a colonoscopy. Thus, having likelihood ratios for these continuous variables would
allow clinicians to come to much more informed conclusions than using an often
arbitrary cutoff suggested by a test’s manufacturer. As always, one must consider to
what degree the test characteristics reported in the literature apply to specific indi-
viduals seen in any clinic.

Bayes Theorem and Posttest Probabilities
To understand how the likelihood of disease evolves when more than one test is

performed, one needs to first understand a few properties about probabilities. Suppose
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Table 3.3. Lipase as a marker for pancreatitis (Data from Steinberg et al)12

Range of lipase Acute pancreatitis Totals Likelihood
(U/L) Present Absent Ratios

0-40 2 76 78 0.07

40.1-60 3 19 22 0.42

60.1-80 1 2 3 1.3

> 80 31 1 32 82

TOTALS 37 98 135

Table 3.4. Acute pancreatitis (Data from Steinberg et al)

D+ D-

Lipase > 80 U/L T+ 31 1 32

T- 6 97 103

37 98 135

Table 3.5. Acute pancreatitis (Data from Steinberg et al)

D+ D-

Lipase 40.1-60 U/L T+ 3 19 22

T- 34 79 113

37 98 135

Table 3.6. Ferritin levels in geriatric patients with anemia
(Data from Guyatt et al)

Ferritin Iron Deficiency Likelihood Role of Values
Range Anemia Ratio in that Range

in Predicting
PRESENT ABSENT Iron Deficiency

≤ 18 µg/L 47 2 42 Strongly Rule In

18.1 to 45 µg/L 23 13 3.1 Weakly Rule In

45.1 to 100 µg/L 7 27 0.5 Weakly Rule Out

>100 µg/L 8 108 0.1 Strongly Rule Out
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two diagnostic tests are performed on a given patient. Let us call the event that test
one is positive A, and the event that the second test is positive B. The probability
that both tests are positive or the joint probability that both events A and B occur is
a simple calculation if the two tests are independent (see the section on the rules of
probability in Chapter 2). It is simply the product of the probabilities of each event:
P(A and B) = P(A) x P(B). However, if the two test results are not independent, then
the probability that the second test is positive depends on whether the first test is
positive. Thus to calculate the probability that both tests are positive, we first calcu-
late the probability that the first test is positive, and then multiply this by the prob-
ability that the second test is positive given that the first test is positive. That is, P(A
and B) = P(A) x P(B|A). The calculation of this quantity is easier with independent
tests because, if the tests are independent, then P(B) = P (B|A). This is because the
probability of B is the same whatever the outcome of the first test, assuming inde-
pendence between the tests.

Bayes Theorem is a general theorem, directly derivable from the basic rules of
probabilities, that involves conditional probabilities. In the case of diagnostic tests,
it is useful because it displays the relationship between sensitivity, specificity, preva-
lence and predictive values. It states that the P(D+|T+) or PPV is equal to…

PPV = P(T+|D+) x P(D+)
P(T+|D+) x P(D+) + P(T+|D-) x P(D-)

More simply, by substituting familiar terms, …

PPV = Sensitivity x Prevalence
Sensitivity x Prevalence + (1-Specificity) x (1- Prevalence)

Similarly, the formula for NPV or P(D-|T-) can be derived…

NPV = Specificity x (1 - Prevalence)
Specificity x (1 - Prevalence) + (1 - Sensitivity) x (Prevalence)

Bayes Theorem can be used to quickly calculate predictive values, if sensitivity
and specificity are known, without first presenting the data in a 2x2 table format.
For example, in the case of a patient with a pancreatic mass, let us say that the
pretest probability of adenocarcinoma is 90%. If the patient undergoes a fine needle
aspirate, which, let us say, in your center has a sensitivity of 60% and a specificity of
98%, what is the predictive value of a negative test (NPV)? We calculate: 0.98 x 0.10 /
(0.98 x 0.10 + 0.40 x 0.90) = 0.18 or 18%. This is very poor but not altogether
unexpected. As we said above, even a test with reasonable sensitivity, given a high
prevalence or pretest likelihood of disease, can have a low NPV. The pretest prob-
ability of disease was so high that a negative test influences your suspicion of disease
very little. The PPV, in contrast, is 0.60 x 0.90 / (0.60 x 0.90 + 0.02 x 0.10) = 0.996
or 99.6%. This illustrates that when the pretest probability and specificity are both
high, as is the case here, the PPV is usually very high. In fact, if you had performed
a test that was less specific, like a CT scan of the abdomen, the PPV would still be
quite high because of the high pretest probability. For example, substituting a lower
specificity of 70%, the PPV remains high at 95%.
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LRs can also be used to obtain a posttest probability of disease. One first needs
to know the prevalence of disease or the pretest probability of disease based on your
clinical exam, for example. You then convert that probability to pretest odds of
disease as described above. The LR multiplied by the odds then gives a posttest odds
of disease.

Posttest odds = pretest odds x LR

The resulting odds can be converted back to a probability using the formula,

Probability = odds
(odds + 1)

For example, Detsky et al,15 have published a multifactorial index for the predic-
tion of cardiac complications after noncardiac surgery. From that paper, the pretest
probability of a cardiac complication after abdominal surgery is quoted as 8.0%
(95% CI 3.4-13.6%). If your patient has had a previous remote MI, is over 70 years
old, has a Canadian Cardiovascular Society Class of 3, and is going for an emer-
gency operation, her LR for a cardiac event is 7.54. They provide a nomogram that
allows you to take a straight edge, line it up with the pretest probability and the LR,
and read off the posttest probability. From the nomogram, the posttest probability
looks to be about 40% but, as an exercise, let us calculate it and check. Her pretest
odds are 0.08/(1-0.08) = 0.08 / 0.92 or 0.087. Multiplying this by the LR, we get
0.087 x 7.54 = 0.656. Then converting this back to probability, 0.656 / (1 + 0.656)
= 0.396 or 39.6% which is very close to the estimate from the nomogram. Nomo-
grams are an accurate and quick way of converting pretest to posttest probabilities
using LRs, without a calculator, and can be carried around in a pocket. Figure 3.2 is
one such nomogram.

When interpreting a series of diagnostic tests, for example, an ultrasound fol-
lowed by a HIDA scan for diagnosing acute cholecystitis, assuming the test results
are all independent of one another, all you have to do is multiply the posttest odds of
the first test by the likelihood ratio of the second test to get the second posttest odds,
and so on. If the tests are not independent, however, then the likelihood ratio of the
second test must be one that takes into account that the first test was positive.

Odds of disease for positive tests A and B = pretest odds x LR(A) x LR(B|A)

It is very often the case that diagnostic test results from two or more tests are not
independent. For example, tests for a given parasite may tend to be correlated, since
a patient with a high degree of infection may tend to test positively on two tests,
while low degrees of infection may tend to be missed by all tests, thus inducing
dependence. Therefore, posttest probabilities from two or more tests must be inter-
preted with great caution.

Choosing the Best Cutoff Value
In preliminary studies of a continuous diagnostic test, one of the goals is to

decide on the best discrimination level or “cutoff ” value to recommend to be used
in subsequent work. As we discussed above, cutoffs that improve sensitivity fre-
quently lower specificity and vice versa, therefore one needs a cutoff that is “bal-
anced” in terms of the performance it portends in these two areas. The problem is
disease-specific, since an ideal tradeoff between the false positive and false negative
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rate for a relatively benign condition may be highly inappropriate for a more serious
condition. We have already discussed above how one can individually calculate sen-
sitivities and specificities at different cutoffs, and how one can determine likelihood
ratios for different ranges of a continuous variable, and thereby, pick the ideal cut-
off. There are other methods that can be used to pick that ideal cutoff and these will
be discussed below.

Figure 3.1 shows two overlapping distributions, one of the test results from a
diseased population and one of results from a nondiseased population, over a range
of values for a hypothetical diagnostic test. It is unfortunately usual for the two
populations that one wants to discriminate to overlap in this way, to a greater or
lesser degree. One can see that as one moves the cutoff value from left to right, one
picks up more diseased people (increases sensitivity) until one gets to a point where
one is now misclassifying many nondiseased individuals as diseased (decreasing speci-
ficity). Similarly, attempts at moving the test cutoff leftward so that one avoids
misclassifying nondiseased subjects (increases specificity), eventually cause the test
to miss diseased individuals (decrease sensitivity). This type of graphical representa-
tion of sensitivity simultaneously with specificity allows one to visually pick a cutoff
that confers the minimum overlap, and therefore, balances sensitivity and specificity.

The use of scatter plots is another related qualitative method. A scatter plot
displays the individual test results for each patient with the disease and plots those
values in a column next to a similar display of the results obtained from patients

Fig. 3.2. Nomogram for the calculation of posttest probability of disease. A straight-
edge through the pretest probability of disease or prevalence and the likelihood
ratio indicates the posttest probability of a cardiac complication after noncardiac
surgery. (Reproduced with permission from Detsky et al15).
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with a different disease or those with no disease. Each dot represents the results from
one patient, and at a glance one can use a horizontal straight edge to see which
cutoff value will leave most dots in the disease column above the line and most
control dots below the line. Figure 3.3 is a scatter plot of the lipase data from the
acute pancreatitis study, referred to above, and the horizontal line represents a rea-
sonable cutoff value. Comparisons were made to acute appendicitis, biliary tract
disease, gynecologic disease, large bowel disease, peptic ulcer disease, perforated vis-
cous, and small bowel disease.

Another way to determine the ideal cutoff value for a test is with a Receiver
Operating Characteristic curve or ROC curve. An ROC curve is simply a graph that
plots true positive rates against false positive rates for a series of cutoff values, or in
other words, sensitivity is plotted on the Y-axis versus [1–specificity] on the X-axis
for each cutoff value. An ideal cutoff might give the test the highest possible sensi-
tivity with the lowest possible false positive rate (i.e., highest specificity). This is the
point lying geometrically closest to the top-left corner of the graph (where the ideal
cutoff value with 100% sensitivity and specificity would be plotted), although of
course disease-specific considerations may suggest other more clinically useful com-
promises between sensitivity and specificity. To illustrate this, we will look at a study
seeking predictors of common bile duct (CBD) stones in patients undergoing lap-
aroscopic cholecystectomy.16 In this study, historical, biochemical, and
ultrasonographic data were collected on patients who underwent endoscopic retro-
grade cholangiopancreatography (ERCP) and laparoscopic cholecystectomy. ROC
curves were then constructed for the various biochemical tests to choose the best
cutoffs for the prediction of CBD stones. Figure 3.4 illustrates the ROC curve for
alkaline phosphatase. The plotted value which was geometrically closest to the upper
left corner of the graph was 300 U/L, and so this was taken to be the ideal cutoff.

In certain situations, however, where for example, missing the diagnosis would
be devastating (e.g., appendicitis), or treating a normal person by mistake would be
particularly dangerous (e.g., Whipple’s procedure for a benign pancreatic mass), the
top-left corner may not be the ideal point. In the former, one would be willing to
sacrifice specificity for a very sensitive test, and for the latter, a test with high speci-
ficity would be important. Therefore, picking the ideal cutoff is, to some extent,
dependent on the clinical context.

Another use of the ROC curve is to qualitatively and quantitatively assess the
discriminating ability of a test. A cutoff whose true positive rate equals its false
positive rate will have a likelihood ratio of one. If all the possible cutoffs of the test
have a LR of one, the test would then graphically look like the dotted line (at 45˚ to
the axes) in Figure 3.4, which represents such a nondiscriminant test. The area under
an ROC curve can be used as an overall assessment of its discriminating ability.17,18

A nondiscriminant test has an area under the curve of 0.5. One can see that alkaline
phosphatase is not a particularly discriminating test when it comes to predicting
CBD stones before laparoscopic cholecystectomy. While a discussion of the formu-
lae for quantitative ROC curve analysis is beyond the scope of this Chapter, user-
friendly software is available.

Another interpretation of the area under the ROC curve is as follows. Suppose
one truly diseased subject and one truly nondiseased subject are selected at random
from the populations of all diseased and all nondiseased subjects, respectively. It can
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Fig. 3.3. Scatterplot of lipase results for 8 categories of disease representing the
ultimate diagnoses in patients presenting with acute abdominal pain: Acute Pan-
creatitis (AP); Acute Appendicitis (AA); Biliary Tract Disease (BIL); Gynecologic
Disease (GYN); Large Bowel Disease (LB); Peptic Ulcer Disease (PUD); Perforated
Viscus (PV); Small Bowel Disease (SB). The “best cutoff” recommended by Steinberg
et al is represented by a horizontal line. (Reproduced with permission from Steinberg
et al12).

be proven mathematically that if each of these subjects are given the test, then the
probability that the test correctly classifies these subjects (i.e., the diseased subject
scores “higher” than the nondiseased subject) is exactly equal to the area under the
ROC curve.

The more mathematically inclined of you may also notice that the slope of the
ROC curve at any given point (the true positive rate over the false positive rate) is in
fact the likelihood ratio of a positive test that uses that point as its cutoff value.
Therefore, the slope of a line drawn at a tangent to any point on the ROC curve
yields the likelihood ratio for that cutoff. The steeper the tangent, the more that
cutoff is useful at ruling in disease; the less steep it is, the more that cutoff is useful
at ruling out disease. The ideal cutoff value usually has a tangent with a slope of near
1 because a test result that lands right on the cutoff (a borderline result) will usually
be of little use in discriminating diseased from nondiseased subjects. The slope of
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the nondiscriminant 45˚ line is 1 at all points, and a test whose every cutoff value
has a likelihood ratio of one has, by definition, no discriminating ability.

The Screening Test—Special Considerations
The decision of whether or not to use a test to screen for a disease involves several

issues.19 Is the disease a significant enough health problem that it merits the cost of
a screening program? Is the prognosis of the disease, as it is diagnosed currently,
poor and in need of improvement? If the disease were picked up at an earlier stage,
would the treatment then be more effective? Finally, will people, and their primary
physicians, comply with the screening protocol, i.e., is it safe, convenient, etc.? As
well, after a screening program is implemented, “healthy” people may be labeled
with a “pre-disease” which often has its own behavioral implications, as was illus-
trated by the increased absenteeism seen when steel workers had their hypertension
identified and treated.20

Fig. 3.4. This ROC curve displays various alkaline phosphatase cutoff values (U/L)
for the prediction of common bile duct stones in patients undergoing laparoscopic
cholecystectomy. The value geometrically closest to the top-left corner (100% sen-
sitivity and specificity) of the graph was 300 U/L. The dashed arrow illustrates the
shortest distance. The dotted 45o line represents a completely nondiscriminant test
(Reproduced with permission from Barkun et al16).
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In their early development, the attempts to demonstrate the validity of these
programs may include proving improved prognosis of a group identified with the
screening test compared to a control group that is not screened. Although a full
discussion of this topic21 is beyond the scope of this Chapter, one should be aware of
the potential for bias here because of failure to correct for the “lead time” brought
about by early detection, also called the “zero-time shift”. Lead time bias is the extra
survival time or disease-free survival time that you get from simply diagnosing a
condition earlier in the screened cohort compared to the controls, especially when
historical controls are used. For example, comparing the prognosis of an asymptom-
atic mammographic abnormality is very different from a palpable breast lump.22 As
well, “volunteers” in screening studies are almost always healthier in other ways than
the general population. Because of all of these effects, even when the screening test
is in fact useless, early diagnosis may appear to improve survival if one does not
correctly adjust for all biases.

The ideal screening test is highly sensitive. This is because subsequent tests will
not be arranged unless this test is positive, and so false negatives will exclude patients
from further investigation, in general. The test should be followed by a more spe-
cific confirmatory test, if the original test lacks specificity, if the treatment is hazard-
ous or the disease label is devastating (as with HIV testing). Remember also that
since these tests are generally performed in populations with a low prevalence of the
disease, the PPV will be low even if the test is reasonably specific. For this reason,
seeking out a target screening group that is “at high risk” for the given condition is
often desirable. Even then, however, the prevalence of disease is usually not very
high.

Screening tests that are intended to be repeated, for example, on an annual basis,
may sometimes be reported with two sets of performance statistics. The first is one
that assumes that the test is done once, on its own. The second, is the sensitivity of
two or more years of repeated testing. Even an insensitive test, if repeated, could
potentially achieve a high “program sensitivity”. The studies on fecal occult blood
testing used to screen for colorectal cancer exemplify this point. Here, in addition to
the mathematical reasons for overall sensitivity increasing with the number of tests,
repeated testing has another advantage in that it involves multiple opportunities to
catch an intermittently bleeding polyp or cancer. As well, about half of the cancers
discovered in three large clinical trials23-25 were in fact not discovered by the screen-
ing test (fecal occult blood test) per se, but rather presented clinically in the time
between annual tests.26 However, because the cancers were detected while patients
were enrolled in the screening program, they contribute to the program sensitivity.
When a simulation model was prepared for an American panel charged with the
task of developing clinical guidelines for colorectal cancer screening, they assumed a
sensitivity of doing a single occult blood test to be 60% based on the available
literature.27 With this single-test sensitivity, the overall program sensitivity was 93%
in uncovering colorectal cancer. Which is the real sensitivity? It depends on whether
you are looking for the sensitivity of the test itself or of the screening program. Both
are useful, as long as one keeps in mind that the implications of a single occult blood
positive test are determined by its sensitivity on its own and not the sensitivity quoted
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in a study examining the performance of an entire screening program. The same is
true about specificity, NPV and PPV.

Lastly, when one is trying to see whether a screening test is helpful, one must
specifically look out for cointervention bias in the study that compares the outcome
of patients who have had the screening test plus an intervention with that of
unscreened patients. This bias occurs because patients in screening programs are
treated differently, have closer follow-up, more opportunity to ask questions, etc.
than their nonscreened counterparts, which has an effect on their health or outcome
quite separate from either the success of the screening test or its associated interven-
tion. Again, examining a study on interventions or therapy is beyond the scope of
this Chapter, but for more information about bias in a study on therapy, we refer
you to Guyatt et al.28,29

Approach to a Study Examining a Diagnostic Test
Reading papers reporting on the properties of diagnostic tests can be confusing.

The quality of the study methodology varies widely and the relevance of the test to
clinical practice is not always mirrored by the conclusions of the authors. In general,
one needs to extract from the study who it was that was being tested, exactly how
the test was done, what other test (or “gold standard”) it was being compared to, and
finally, how this new test fared in comparison. Even if the test is appropriate and
helpful, practical issues such as cost, availability, safety, and reliability will also have
to enter into the analysis. Lastly, one needs to know if the condition is appropriate
to diagnose in the first place, and whether the patient will be better off for having
had the test. Is it treatable at the stage at which it is being diagnosed? Will the
patients agree to have it done? Will it replace an existing test or will this be the third
or fourth invasive examination for that patient? The following questionnaire, for-
mulated by the Evidence Based Medicine Working Group and published in
JAMA,30,31 incorporates these concerns. It is a useful checklist to go through when
evaluating a report of a new diagnostic test:

1. Has there been an independent, “blind” comparison with a “gold stan-
dard” of diagnosis?

2. Has the diagnostic test been evaluated in a patient sample that included
an appropriate spectrum of mild and severe, treated and untreated, dis-
ease, plus individuals with different but commonly confused disorders?

3. Was the setting for this evaluation, as well as the filter through which
study patients passed, adequately described?

4. Have the reproducibility of the test result (precision) and its interpreta-
tion (observer variation) been determined?

5. Has the term normal been defined sensibly as it applies to this test?
6. If the test is advocated as part of a cluster or sequence of tests, has its

individual contribution to the overall validity of the cluster or sequence
been determined?

7. Have the tactics for carrying out the test been described in sufficient detail
to permit their exact replication?

8. Has the utility of the test been determined? That is, is the patient better
off for having the test? Has a treatable disorder been identified? Are other
tests still necessary?
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Summary
The thoughtful interpretation of diagnostic tests, whether they are in the form

of historical points, physical exam maneuvers, laboratory measurements, radiologic
procedures, cytology or biopsy, etc., is essential to planning appropriate interven-
tion and/or accurately predicting prognosis. In this Chapter, several test performance
characteristics were outlined that help evaluate the usefulness of a test. We demon-
strated how to estimate these characteristics from a 2x2 table. Sensitivity is the chance
of test being positive in disease (PiD) and specificity is the chance of being negative
in health (NiH). It was explained that sensitivity and specificity are inherent to a
test, whereas PPV an NPV are prevalence-dependent. Spectrum bias can cause sen-
sitivity and specificity to also appear dependent on prevalence in certain situations.
Tests with high sensitivities or NPV’s rule out disease and high specificities and
PPV’s rule in disease, which can be remembered with the mnemonics, SnNout and
SpPin, respectively. Likelihood ratios, the ratio between the true positive rate and
the false positive rate, are a prevalence-independent way of comparing the perfor-
mance of diagnostic tests; and can allow one to break down continuous variables
into ranges of values so that one need not rely solely on one individual cutoff value.
One can also use LRs to convert pretest odds, which are calculated from pretest
probability or prevalence, to posttest odds and then back again to a posttest prob-
ability of disease, with or without the help of a nomogram. Bayes Theorem can be
used to calculate predictive values from sensitivity, specificity and prevalence. Dif-
ferent ways to pick an ideal cutoff for a diagnostic test were covered including visu-
alization of the overlap of normal and diseased population distributions, likelihood
ratios, scatter plots, and ROC curves. In the latter, the true positive rate is plotted
against the false positive rate and the point closest to the top-left of the graph often
represents the best balance between sensitivity and specificity. The area under an
ROC curve represents the discriminating ability of a test. Special considerations for
the evaluation of a screening test were discussed, touching on the concepts of the
ideal test, program sensitivity, the zero time shift phenomenon (or lead time bias),
and cointervention bias. Lastly, the questionnaire published by the Evidence Based
Medicine Working Group was presented, which gives a step-by-step approach to
determine the validity and applicability of a study examining a diagnostic test.

While many issues have been covered, one book Chapter can never detail every
issue of the vast literature on this topic. The sensitivity, specificity, PPV, NPV, and
prevalence estimated from 2x2 table data are examples of binomial variables, so that
95% confidence intervals can be calculated from formulae given in Chapter 2. Simi-
larly, properties from two different tests can be compared using techniques for com-
paring two proportions. Confidence intervals for likelihood ratios32 and ROC curves33

and the areas under them are described elsewhere.
The statistical analysis of diagnostic test data is still a very hot research topic.

Methods on the appropriate analysis of correlated tests34 and on the estimation of
test characteristics when an imperfect “gold standard” is used35,36 are examples of
areas where further research is required.

Nevertheless, an understanding of the material in this Chapter should serve to
prepare the clinician to be an aware user of diagnostic tests.
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Primer on Clinical Trials

Robin S. McLeod

The randomized controlled trial (RCT) is accepted as the best trial design for
comparing two medical therapies. It is similar to the experiment performed by the
scientist in the research laboratory, in that it has a rigorous design to minimize
random error and systematic error (bias) that otherwise might lead to incorrect con-
clusions or generalizations about the effectiveness of a treatment. However, unlike
the laboratory experiment, it is used to address issues of concern in the clinical
domain. Thus, the subjects are human beings and the investigator is the clinician
researcher. There are several essential components of the randomized controlled trial.
First, subjects are randomly allocated to two groups, usually a treatment group (in
which the new treatment is being tested) and a control group (in which the standard
therapy or a placebo is administered). Thus, the control group is concurrent, and
subjects are randomly allocated to the two groups. Second the interventions and
follow-up are standardized and performed prospectively. Thus, hopefully, both groups
are similar in all respects except for the interventions being studied. Not only does
this guard against differences in variables known to be important, but it also ensures
that there are no differences due to other factors that have not yet been identified or
cannot be measured.

Why should we perform randomized controlled trials? Certainly, randomized
controlled trials are a phenomenon of the latter part of the twentieth century. Previ-
ously, most clinicians relied on careful observation to make deductions about the
efficacy of a treatment. There are many examples of accepted therapies that were
introduced to clinical practice without being tested in a randomized controlled trial
including appendectomy, antibiotics for treating intra-abdominal infections and
colectomy for ulcerative colitis. What these interventions have in common is that
the treatment effects are so large compared to the alternative or no treatment, that
their effectiveness is obvious. Even if there were selection biases or other differences
between the two groups, the magnitude of the difference is such that most of the
observed effect must be attributed to the treatment innovation. Thus, a randomized
controlled trial is not needed to confirm these observations. More commonly, in
modern medicine, technological developments or surgical interventions lead to small
increments in survival or perhaps only an improvement in quality of life. It is neces-
sary, therefore, that extraneous factors are controlled to be certain that the observed
difference is indeed due to the treatment. While the randomized controlled trial has
been of importance in improving patient management, it does have limitations.
First, RCTs tend to take a long time to complete because of the time required for
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planning, accruing and following patients and finally analyzing results. As a conse-
quence, results may not be available for many years. Second, clinical trials are expen-
sive to perform, although their cost may be recuperated if ineffective treatments are
abandoned and only effective treatments are implemented.1 Third, the results may
not be generalizable or applicable to all patients with the disease because of strict
inclusion and exclusion criteria and inherent differences in patients who volunteer
for trials. Fourth, in situations where the disease or outcome is rare or only occurs
after a long period of follow-up, RCTs are generally not feasible. Finally, the ethics
of randomized controlled trials is controversial and some clinicians may feel uncom-
fortable with randomizing their patients when they believe one treatment to be
superior even if that is based only on anecdotal evidence.2,3

Like the laboratory experiment, the randomized controlled trial must be care-
fully planned, rigorously implemented and carefully analyzed for the results to be
valid. While certain aspects of the trial will vary depending on the objectives of the
study and the treatments being tested, there are common elements in all random-
ized controlled trials. In this Chapter, the considerations in designing a RCT will be
discussed with reference to some of the special issues in surgical trials. Finally, some
of the issues in implementing trials including their administration will be discussed.

1. Determining the Question
Like any research, a clinical trial starts with an idea or a hypothesis. However,

before embarking on a trial, this vague idea or question must be operationalized into
a specific research question which specifies the sample to be studied, the interven-
tions to be investigated, the comparisons to be made and the outcomes of interest.
For instance, one might start with the idea “Does a stapled ileoanal anastomosis
(IAA) lead to improved outcome in pelvic pouch surgery?” To transform this into a
research question, one must specify “in whom will it benefit?” This could be patients
with familial adenomatous polyposis or ulcerative colitis or it could even be more
restrictive and include only patients with ulcerative colitis with no evidence of dys-
plasia or a short history of disease. Is it better than what treatment? The control
intervention would likely be handsewn ileoanal anastomosis but what ever it is, the
technique of both interventions would have to be specified. And, finally, what is
meant by improved outcome? The outcome measure could be surgical complication
rates, functional results (stool frequency or continence) or quality of life. If so, how
will these be measured-with a patient diary or a generic or disease specific quality of
life instrument? So, the hypothetical research question, after considering these issues
might be “In patients with ulcerative colitis without evidence of dysplasia, does a
stapled IAA result in improved quality of life as measured by the Inflammatory
Bowel Disease Questionnaire (IBDQ) compared with a handsewn IAA?” Thus, the
process of clearly enunciating the hypothesis into a precise question is of great im-
portance. In formulating the question, the investigator must have a thorough knowl-
edge of the literature, be aware of the biological rationale and current status of
knowledge in the area, and apply the appropriate methodological considerations. It
may or may not be readily apparent whether a proposed trial is feasible. In this
Chapter it is assumed that the study design will be a randomized controlled trial,
but with deliberation, it is quite possible that another design might be more appro-
priate or that a randomized controlled trial is not feasible. For instance, in the example
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mentioned previously, the risk of cancer in the rectal cuff was ignored in the objec-
tive. If this were deemed to be the most relevant outcome, a RCT would not be
feasible because of the infrequency of the event. Thus, at this stage, the investigator
might decide to do a case control study instead.

The three necessary attributes of the research question are that it has biological
rationale, clinical relevance and significance, and is feasible. Data from animal stud-
ies, and anecdotal reports or case series should be available to provide supporting
evidence to justify a randomized controlled trial. Sometimes, there may be a sequence
of RCTs to evaluate a particular intervention. For instance, initially a rather small
trial which is highly controlled using what might be called a surrogate outcome
measure (e.g., physiologic or x-ray measure) to assess outcome might be performed.
Generally, few patients would be needed and a large difference in outcome would be
expected. If the study were positive, this might lead to a second, larger trial with a
more clinically relevant outcome measure. Subsequently, a very large trial might be
indicated to assess the effectiveness of the intervention in normal clinical practice.

From a pragmatic view point, it is important that the trial have the above attributes
since the researcher will have to convince a research ethics committee of the ethical
and scientific soundness of the trial before it will be approved, funding agencies that
it is worthy of support and finally scientific journal editors and other health profes-
sionals that the results of the trial are significant so that the work should be pub-
lished and the treatment adopted. In addition to the study being based on sound
biological rationale, it must be feasible in terms of the numbers of patients available,
the expertise and equipment available and the resources involved. Thus, if the dis-
ease is rare or the particular outcome occurs infrequently or after long follow-up, a
trial is probably infeasible even if it is scientifically exciting and worthwhile.

There may be additional secondary questions which should be selected as care-
fully as the primary question. Secondary questions may be of two types: first, the
design of the study will allow other variables to be measured and thus other ques-
tions to be answered. Second, subgroup analyses of the primary outcome may be
performed. Questions related to answering basic mechanisms of disease may also be
answered but clinical trials tend to be pragmatic and often are not the best design for
answering fundamental questions related to pathophysiology. However, questions
related to cost effectiveness are often required by regulatory bodies and may be per-
formed simultaneously with the trial.

2. Selection of Subjects
The subject selection will vary depending on the question being asked, again

emphasizing the need for the researcher to have a clearly enunciated question. Like
other aspects of designing a clinical trial, the inclusion criteria can be very broad and
unrestricted or they can be narrow and very restrictive, or they may lie somewhere in
between. For instance, in designing a trial assessing adjuvant therapy in colorectal
cancer, one could choose to include patients with all stages of disease (i.e., Stages I-IV)
or restrict entry to only patients with Stage III disease only. The advantage of having
broad inclusion criteria, and including all patients with colorectal cancers is that the
number of potentially eligible patients is larger and secondly, the results of the trial
would be more generalizable. The disadvantages and thus, the advantages of the
restricted inclusion criteria, are that if patients are less homogeneous and some are
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less likely to respond to adjuvant therapy, the overall treatment effect will be diluted.
Secondly, there is always a tradeoff in the sample size required: although there are
more patients eligible with broadly inclusive entry criteria, there is also more varia-
tion in these patients and therefore a larger sample size would be required since
variation (standard deviation) is one of the variables used to calculate sample size
(see Chapter 2.) How does one decide on who to include in the trial? Several factors
may have to be considered depending on the trial. In the situation previously posed,
the biology of the tumor would dictate that patients with Stage I and IV tumors
should be excluded since they are unlikely to benefit from adjuvant therapy. On the
other hand, in a trial evaluating the use of surgical drains, it might not be as obvious
which patients to include or exclude.

Generally, the inclusion criteria are stated first to define the study population.
These are the patients who compose the population who are likely to benefit from
the intervention and also in whom a benefit can be detected or measured. Then, the
exclusion criteria will define the subgroup of patients who fit the inclusion criteria
but who will be excluded. The most common reasons for excluding patients are:

1. patients who are at increased risk for developing adverse events e.g., due
to allergy, past or present history of other disease;

2. patients who are at risk for developing conditions which might preclude
the ascertainment of the event of interest (e.g., another disease such as
another carcinoma which might shorten their lifespan; another medica-
tion which cannot be stopped but might be a cointervention; a disability
such as intellectual impairment which would preclude completing forms)
and finally,

3. patients who might be noncompliant for a variety of reasons including
distance from the treatment center.

Both the inclusion and exclusion criteria should be clearly defined and stated in
advance. They should lack ambiguity. Thus, for example, rather than stating “sub-
jects will be excluded if they have other comorbidities”, the specific comorbidities
should be stated and a defined. Thus, exclusion criteria might be renal failure defined
as a serum creatinine greater than 150 mmol/l or a history of thromboembolism
based on previous history and confirmation with a Duplex ultrasound. The degree
of precision with which each criterion is defined may vary depending on its impor-
tance and the degree of acceptance of definitions. Thus, the TNM staging system is
well accepted for colon cancers and further description would not be required. How-
ever, surgeons’ opinions vary with respect to what constitutes a rectal cancer (i.e.,
below the sacral promontory or below the peritoneal reflection etc.) so it would be
important to define it in planning a trial of adjuvant therapy for rectal cancer. On
the other hand, in this situation it would be less important to precisely define an
exclusion criteria of “no history of bleeding disorders” but very important to do so
in a trial studying thromboembolic prophylaxis.

3. Allocating Subjects
As stated previously, the hallmark of the randomized controlled trial is that patients

are randomly allocated. Randomization is important because it tends to produce
study groups comparable with respect to known as well as unknown risk factors,
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removes investigator bias in the allocation of subjects and guarantees that statistical
calculations will be valid. In simplest terms, with randomization each subject has
the same chance of being assigned to either the control or treatment group.4

A randomization scheme can be simple in its design or more complicated
depending on the size and nature of the trial. One essential feature is that random-
ization should be performed blindly. In other words, neither the subject nor the
investigator should know what the assignment will be before the subject’s decision
to enter the study. If they do, accrual of patients may be biased depending on the
patient’s and the investigator’s prior beliefs about the therapies. This means that
randomization based on the patient’s birthdate or hospital ID number is inappro-
priate since randomization would not be performed blindly.

The simplest method for randomizing subjects is by simple coin toss. A more
convenient method, however, and also one free of the biases of the coin tosser, is to
use a random number generator available in table form in statistics texts or on most
computers. For example, subjects could be assigned to treatment group A if there is
an odd number and treatment group B if there is an even number or vice versa.
Block randomization is a modification of this method. Again numbers are randomly
generated and subjects are randomly allocated but only within a small block of
subjects. Thus, for a block of 8 subjects, there would be 4 subjects assigned to each
intervention, the 4 positions for treatment A selected randomly from the 8 possible
positions, and made different in each block of 8 patients. The advantage of block
randomization is that it prevents imbalance in the number of subjects assigned to
each group which might occur with simple randomization. At all times, there are
relatively equal numbers of subjects in each group. Thus, if one is concerned that
treatment effectiveness might vary depending on when the subject enters the trial,
block randomization would eliminate this as a potential bias. As well, if the study is
terminated early, there would be equal numbers in both groups. The usual block
sizes vary between 4 and 8 subjects, often with variable block sizes to eliminate the
possibility of an investigator being able to guess to which group the next subject
would be randomized.

Prior to randomization, subjects are often stratified according to various prog-
nostic variables. Although one expects that randomization will ensure that both
groups will be identical, by chance, it is possible that there may be an imbalance in
some variables. If that were a variable of little or no prognostic significance, it would
be of little importance. On the other hand, if it were of great importance, it could
invalidate the results of the trial. Thus, subjects are often stratified prior to random-
ization to ensure that the groups will be balanced according to the most important
prognostic variables. Thus, for a trial of adjuvant therapy in patients with colorectal
cancer, patients might be stratified according to site of the cancer (colon or rectum)
and stage (II or III). Subjects would then be stratified to one of 4 strata (i.e., Stage II
Colon cancer, Stage III Colon cancer, Stage II rectal cancer or Stage III rectal can-
cer) and randomized to one of the treatment groups within each stratum. Only a
few of the most important variables should be used for stratification because the
number of strata increases factorially for each variable. With a large number of strata,
there may be few subjects randomized into each cell. As stated previously, the pur-
pose of stratification is to ensure balance within the treatment groups. It is not
performed so subgroup analyses can be performed at the conclusion of the trial.
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In most studies, subjects are allocated equally to the two treatment groups. How-
ever, in some, subjects may be allocated unequally, say, in a 2:1 allocation, with 2
individuals being assigned to the treatment group for each 1 individual who is as-
signed to the control group. Although there is less statistical power with this method
and thus, relatively more subjects are required, it may be employed in situations
where most patients have a stronger preference for one treatment.5 They may be
more likely to enter the trial if they have a greater than 50% chance of receiving that
treatment. This is especially appealing in conditions where there is no effective stan-
dard treatment for the disease so the control group will receive a placebo medication
and there is a new medication with some promise being tested in the treatment
group.

The mechanics of randomization are as important as the method of randomiza-
tion. A simple method for randomizing patients is to transcribe the randomization
scheme initially generated using random numbers to individual cards which are
placed in sealed envelopes and opened in sequence when a patient is to be random-
ized. Alternately, the algorithm may be maintained by a third party. The latter is
preferable since it eliminates the possibility of the sequence of envelopes being altered
or the envelopes being opened or tampered with either advertently or inadvertently.
Additionally, if the third party checks the clinical information before randomizing
the subject, it will ensure subjects meet the eligibility criteria and that subjects are
randomized into the correct strata. For multicenter trials, often investigators phone
a central randomization center to obtain the randomization number. For single cen-
ter trials or small multicenter trials, the randomization scheme may be maintained
by the pharmacy or another independent source. Throughout the study, an inde-
pendent assessor should monitor the randomization procedures to ensure it is being
performed as a priori specified.

4. Describing the Maneuver
The maneuver is the “what”, “by whom” and “when” part of the protocol. In this

section of the RCT protocol, not only should the treatments or interventions be
described but also what baseline assessments and follow-up maneuvers will be
undertaken. As well, the investigator should consider potential biases or “things that
could go wrong” which might distort the results and devise strategies to eliminate or
minimize these risks. Usually the investigator has already decided on the interven-
tions before beginning to plan the trial because they led to his/her desire to “do” a
trial. However, the maneuver must be described in detail so that it can be replicated
precisely by a clinician wishing to implement the results of the trial and, of more
urgent concern, by other investigators participating in the trial.

4.a. The Interventions
There must be careful consideration of the choice of both the control and the

treatment interventions. For medical trials, a placebo control group is indicated if
there is no standard therapy whose effectiveness has been clearly established, prefer-
ably in randomized controlled trials. If there is a standard therapy, then this would
be administered to the control group. The experimental therapy should be chosen
based on current understanding of human structure, function, pharmacology and
clinical practice. In most instances, there will be evidence from basic or animal research
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plus case series in humans that suggest the intervention may be of benefit. In addi-
tion, the intervention should be accessible, affordable and acceptable to patients.

Standardization of the intervention (operation) is of particular concern in surgi-
cal trials. In pharmaceutical trials, the dosage can be standardized and compliance
can be measured, so that the prescribing physician is not a variable. In surgical trials,
however, standardization of a procedure may be difficult because surgeons vary in
their experience with and their ability to perform a surgical technique, there may be
individual preferences in performing the procedure, and there may be technical
modifications as the procedure evolves.

Although a certain minimum amount of standardization is mandatory in any
surgical trial, the amount may vary depending on the question being asked in a
similar way that compliance may vary in a pharmaceutical trial. Thus, a trial where
surgical technique is highly controlled (i.e., few surgeons who are experts in the field
using similar technique) is analogous to the medical trial where only compliant
patients are randomized. This may be viewed as an efficacy trial. Where the surgical
maneuver is less controlled, it may be viewed as an effectiveness trial. In other words,
the question is: “Is this surgical procedure effective when performed by many differ-
ent surgeons without special expertise with this procedure?” Depending on the design
of the trial, the generalizability of the results will vary. However, no matter what
strategy is adopted, it is essential that the investigator describe how the procedure
was performed and by whom so the reader can determine whether the results are
applicable to his/her practice and that the technique can be replicated.

Standardization of the control operation is as important as it is for the new
operation. It is often easier to do so since the procedure may be more “mature” and
the technique may be more standardized. Other aspects of care which are deemed
important such as prophylactic antibiotic usage, postoperative care etc. should also
be standardized. There are several strategies that may be instituted to ensure that a
certain uniformity in surgical technique is achieved and that the effect of the sur-
geon as a variable is minimized. First, participation may be limited to a small num-
ber of surgeons or only those where there is documentation that a satisfactory number
of procedures have been performed or that they can perform it adequately. This will
lead to increased standardization of the technique although the results may be less
generalizable. Second, investigators can meet prior to the trial and reach a consensus
on the technique for the critical aspects of the procedure. Third, teaching sessions
may be held and manuals produced which describe and illustrate the accepted tech-
nique. Finally, patients should be stratified by surgeon or center as discussed previ-
ously. There may still be variation in how the procedures are being performed but it
will ensure that there is not an imbalance between groups.

During the trial, compliance in taking medication must be monitored at regular
intervals, to ensure that compliance is adequate and to allow the reader to assess the
validity of the results. For instance, if the trial results were “negative”, (e.g., a result
centered near a zero difference in success rates and with a narrow confidence inter-
val) but mean compliance was only 50%, the reader would be less convinced of the
ineffectiveness of the treatment than if compliance were closer to 100%. Typically,
for medical trials, compliance is measured by having patients return bottles of un-
used pills or possibly, by measuring serum levels of the medication. Both have their
limitations. For surgical trials, on going measurement of compliance is unnecessary
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but compliance in performing the procedure adequately (quality assurance) can be
audited by reviewing videotapes of procedures (endoscopic, laparoscopic), patho-
logical examination of resection margins, nodes etc. or x-ray evidence of vessel patency.
Where results are suboptimal, performance may be improved by providing feedback
to surgeons.

4.b. Potential Biases

4.b.1. Lack of Blinding
Bias may occur due to lack of blinding of patients and/or investigators. The

placebo effect is well documented and is of particular concern in surgical trials where
it is known that surgery often has a significant placebo effect.6 However, the impor-
tance of blinding may vary depending on the trial and the primary outcome mea-
sure. For instance, if the outcome measure is all cause mortality, then even if there is
no blinding, the results will probably not be biased provided that there is a uniform
search procedure for deaths across all treatment arms. On the other hand, if the
primary outcome is quality of life, then lack of blinding may potentially bias the
results. Investigators should therefore make every effort to minimize this bias, if
blinding of the treatments cannot be ensured.

In trials comparing medical and surgical therapies, blinding may be impossible
since sham operations are generally unethical. Even in trials comparing two surgical
operations, there may be difficulty blinding patients and investigators if the inci-
sions differ or the operations differ in magnitude. Creative ways may be required to
minimize blinding such as applying large, uniform dressings to the wounds.7 To
minimize the lack of blinding, a “hard” outcome measure such as recurrence of
disease or death may be chosen. However, more often the important outcome is a
change in symptoms or quality of life, and outcome may be biased by knowing
which treatment group the subject is in. In these situations, the potential for bias
may be minimized if a hard outcome measure is also assessed and it is found to
correlate with the patient’s subjective assessment.8 If possible, assessments may be
performed by an independent assessor who is unaware of the treatment group that
the patient is in and the outcome measures have been explicitly defined a priori. A
blinded panel may also be used to review results of tests using these criteria but
without knowledge of the treatment allocation.

4.b.2. Contamination
Contamination refers to the inadvertent administration of the experimental

therapy to the control subjects, and vice versa. Most commonly, in medical trials, it
occurs when the control subjects receive the treatment medication. In surgical trials,
it may occur due to subjects crossing over to the other group and receiving the
experimental treatment. Its effect is that it may spuriously reduce the outcome dif-
ferences between the experimental and control subjects. Close monitoring is neces-
sary to ensure that it does not occur either advertently or inadvertently.

4.b.3. Cointervention
Cointervention refers to the additional diagnostic or therapeutic maneuvers that

are carried out on an experimental or control patient. For instance, subjects in trials
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evaluating NSAIDS should be asked to refrain from taking ASA even if it is taken
for another indication. To minimize bias due to cointervention, there should be
standardization of the interventions plus the ancillary care. In surgical trials, for
example, measures that are part of the peri-operative care that may impact on out-
come, such as antibiotics, and ICU care should be standardized. As well, attending
physicians and the subject should be alerted to medications or treatments that should
not be taken unless absolutely indicated. If, however, these treatments are taken, it
should be documented.

4.c. Baseline and Follow-up Maneuvers
Similar baseline and follow-up procedures must be performed on both groups of

subjects. They should also be performed at the same intervals and without knowl-
edge of the subject’s treatment allocation. Baseline procedures serve 3 purposes.
First of all, some tests may be necessary to determine whether subjects fit the inclu-
sion and exclusion criteria. Secondly, baseline values of the outcome measures are
necessary to ensure comparability of the two groups at baseline in order to assess
differences at the start and the completion of the trial. Thirdly, some tests may be
used throughout the trial to monitor toxicity.

Subjects should be followed at specified intervals throughout the trial with the
frequency of follow-up visits depending on the duration of the trial and the antici-
pated timing of outcome and adverse events. The intervals between follow-up may
vary. For instance, if one anticipates that adverse events such as allergic reactions to
medication or postoperative complications are more likely to occur early in the trial,
visits may be more frequent then than later in the trial. Follow-up visits serve three
purposes: to assess outcome, toxicity and side effects and compliance. Appropriate
tests, procedures and questionnaires should be completed at each visit to assess each
of these. In some trials, the outcome event may occur between scheduled visits (e.g.,
symptoms suggestive of recurrent cancer) and if so, follow-up procedures to docu-
ment the outcome event will have to be performed then. Similarly, follow-up proce-
dures should be specified in the protocol in case subjects develop adverse effects
between follow-up visits.

5. Measuring Outcome

5.a. Assessing Treatment Effectiveness
Assessing outcome is an important part of any clinical trial. Assuming that the

subjects are similar in every way other than the treatment they receive, then a differ-
ence in outcome is used to make inferences about the effectiveness of the treatment.
There are a variety of outcomes that can be measured. Traditionally, in surgical
trials, outcome has been assessed in terms of mortality or survival and complication
rates. Thus, operative mortality or long term survivorship have been of primary
concern. However, death is a relatively infrequent occurrence following modern
surgery. Secondly, in most instances, the primary indication for surgery is not pro-
longation of life. For instance, hip or knee replacements, vascular procedures for
claudication, prostate surgery and surgery for reflux esophagitis and inflammatory
bowel disease generally do not prolong the patient’s life but do improve his/her
quality of life. Similarly, while the complication rates following surgery are of concern,
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they may be less important than other patient centered outcomes especially in the
long term. As a result, there is now an emphasis on assessing functional status and
health related quality of life. While functional status tends to be more relevant to
patients than the other traditional measures, it may not necessarily correlate with
quality of life. For instance, the quality of life of patients who have had a pelvic
pouch does not necessarily correlate with their stool frequency despite the latter
being the primary outcome measure used to evaluate outcome after this operation.
Similarly, mobility and pain are not the sole determinants of quality of life in patients
who have undergone a joint replacement. Health related quality of life, while under-
stood by most people, is hard to define. The World Health Organization has defined
health as “a state of complete physical, emotional and social well being and not
merely the absence of disease”.9 This definition of health related quality of life has
been adopted by many.

Although several outcomes may be assessed, generally one outcome is chosen as
the primary outcome measure and all others are secondary. The primary outcome is
chosen because it is deemed to be the most clinically relevant. The sample size is
based on its rate of occurrence and conclusions regarding the effectiveness of the
treatment are based in large part on this variable. Outcome may be measured in
three different ways: first, dichotomously or as an event in which something either
occurs or does not occur. Examples would be perioperative mortality, and complica-
tion rates. Secondly, it might be measured as a continuous response variable which
would be the case in measuring quality of life or assessing change in a physiological
variable such as blood pressure. Third, outcome might be measured as the time to
an event, such as failure, death or recurrence. Examples would be time to recurrence
of cancer or Crohn’s disease.

Of chief concern in selecting an appropriate outcome is that it should be clini-
cally relevant and responsive to treatment. Thus, outcomes which are of importance
to patients should be chosen. For instance, in a trial comparing two treatments for
gastroesophageal reflux, the relief of heartburn and other symptoms would be more
relevant to patients than the endoscopic appearance of the esophagus. The latter is
sometimes referred to as a surrogate measure. Generally, one should try to avoid
using a surrogate measure (such as a laboratory or x-ray test) as the primary outcome
measure although these may be used as secondary outcome measures in support of
the primary outcome. In addition to being clinically relevant, the outcome should
be responsive to change.

It is because of the belief that important outcomes are those that are important
to patients that quality of life is often chosen as the primary outcome measure. In
addition to being responsive or sensitive to change, outcome measures should be
reliable and valid.10 Reliability refers to reproducibility. Thus, if the instrument is
administered in the same circumstance to a patient whose status has not changed,
the same results should be obtained on each occasion. Validity refers to whether the
instrument is measuring what it is intended to measure. With quality of life assess-
ment, there is usually no “gold standard” against which the instrument can be assessed.
Thus, construct validity is established by showing that the instrument gives expected
results in comparison to other measures when administered to the same patient.
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There are a variety of instruments available to measure quality of life. They can,
in general, be classified as psychometrically and utility based measures.11 Psycho-
metrically based measures attempt to quantify quality of life using a range of ques-
tions from the various domains being assessed. The ratings or scores of the individual
items are usually summated to give an overall measure of quality of life. There are
both generic as well as disease specific psychometric instruments. Generic measures
have been designed to be applicable to individuals with a broad range of diseases and
impairments, undergoing varied treatments. Their usefulness is that they are appli-
cable to a wide range of groups and therefore quality of life between these groups
can be compared. The disadvantage is that they may lack the sensitivity to detect
small but clinically important differences in a particular group of patients. Other
advantages of the generic instruments are that they often have been used extensively
and therefore their validity and reliability have been well established in varied popu-
lations, they can detect and measure unexpected treatment affects and they can be
useful in cost-effectiveness studies and health policy analysis. Some examples of
generic instruments are the Medical Outcomes Trust SF-36,12 the Sickness Impact
Profile,13 and the Nottingham Health Profile.14

Disease-specific instruments have been designed to measure those areas of qual-
ity of life of importance to specific patient populations, and so may be more respon-
sive to small, clinically important changes and may better discriminate between
individuals within the population. They may also appear more relevant to clinicians
and patients. However, they tend to have less established reliability and validity than
generic measures and cannot be used to compare different populations to whom
disease-specific instruments are not applicable. There are a wide range of instru-
ments available in most disciplines.15

The alternative to measuring quality of life psychometrically is using utility based
measures.16-18 Utilities represent individual’s preferences for a given state relative to
death or perfect health. Complete wellness is given a utility value of 1.0 and death 0.
A health state less than completely well is given a value between 0 and 1.0. Utilities
may be assigned using either a decomposed or holistic approach. In the decomposed
method, an individual is asked to rate his/her functioning in a number of health
domains or attributes. For each specific category score a utility value has been previ-
ously generated from a defined population and they can then be combined to obtain
a total score for that individual. In the holistic approach, individuals assign utilities
to various health outcomes taking into consideration all aspects of quality of life.
Utilities may be generated using either the standard gamble method or time tradeoff
technique and may vary from 0 to 1.0.16 In the standard gamble, a utility is calcu-
lated based on how much risk the patient would be willing to take to have normal
health rather than his/her present health state, while in the time tradeoff, the utility
is calculated based on how many years of life the patient would be willing to give up.
Utility assessments tend to be less sensitive in detecting differences or changes than
psychometrically based measures. As well, if the holistic approach is used to generate
utilities, it is not possible to discern which domain or aspect of health is affected.
Their main use has been in the field of health economics and policy making in
performing cost utility studies.
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5.b. Assessing Side Effects and Toxicity
In addition to assessing treatment effectiveness, toxicity or adverse events related

to treatment must be assessed. Like other aspects of the trial, decisions should be
made a priori (i.e., before the trial) as to what adverse events will be assessed and
how they will be measured. If the trial is assessing a surgical intervention, it is obvi-
ous that perioperative mortality and complications will be measured. There are a
variety of ways of reporting them. The investigator may simply decide to record all
complications and report them as a single figure. However, since complications tend
to vary in severity, it may be more useful to record them individually or group them
as major or minor complications. One might also assume that some complications
(e.g., postoperative pneumonia, DVTs, urinary tract infections) will be the same in
both groups irrespective of the treatment and only those related to the intervention
(e.g., intestinal anastomotic leak rate or joint dislocation rate) will be recorded and
reported. Whatever is decided upon, those complications that are clinically impor-
tant because of their severity or frequency should be included and decisions related
to how they will be measured should be made a priori so they can be assessed objec-
tively and similarly throughout the trial.

As stated previously, some laboratory tests or x-rays may be performed routinely
throughout the trial to monitor for side effects or toxicity which would be predicted
to occur in a proportion of patients. Thus, for example, patients receiving Imuran
would require frequent monitoring of their white cell count.

6. Analyzing the Data
A statistician should always be a part of the investigative team involved in a

clinical trial and play a major role in the design, monitoring and analysis of the trial.
Thus, only the general concepts of data analysis will be discussed in this section.
(See Chapter 2 for more details.)

As a general rule, all patients who are entered into the trial should be included in
the analysis. If not, there is a risk that the study groups may not be similar. Secondly,
random allocation is the basis upon which statistical inference is made.4 Finally,
from a pragmatic point of view, most journal editors will not accept an article unless
such an intention to treat analysis has been performed. An effectiveness or intention
to treat analysis includes all subjects who are randomized and analyzes the patients
in groups to which they were randomized, even if they in fact received the other
intervention or were noncompliant. The idea is to mimic as closely as possible what
might happen in clinical practice. An efficacy analysis includes only subjects who fit
the entry criteria, receive the treatment to which they were allocated and were com-
pliant with it. Despite precautions to ensure there are no protocol deviations, some
almost always occur. Thus, it is customary to perform both analyses efficacy and
effectiveness but the effectiveness analysis is usually the primary one upon which
conclusions are made. If an investigator wishes to determine whether a treatment is
effective in optimal conditions (i.e., perform an efficacy trial), this should be deter-
mined a priori and the design and performance of the trial may differ from that of
an effectiveness trial. It is not done by excluding noncompliant subjects at the end
of the trial.
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Problems with data analysis are minimized if there is rigorous monitoring of the
trial to minimize protocol deviations. Some of the most common protocol devia-
tions are including subjects who do not meet the entry criteria, subjects not receiv-
ing the treatment to which they were randomized, poor subject or investigator
compliance, subjects “dropping out” and failure to make a final outcome assess-
ment. Ensuring that subjects meet the entry criteria can be accomplished by making
certain that all of the information is available to determine eligibility prior to ran-
domization of subjects. Sometimes errors do occur if patients are randomized in
emergency situations or if patients are randomized before laboratory, pathology or
radiology results are reviewed by a study investigator or adjudication committee.
These errors should be minimized to the extent possible. However, excluding patients
who do not fit the entry criteria from the analysis is more acceptable than exclusions
for other reasons. The other causes of protocol deviations should be minimized by
rigorous follow-up of subjects throughout the trial to ensure they receive the correct
treatment, they are compliant with it and have a final outcome assessment. Gener-
ally, these subjects should be included in the analysis in the group to which they
were randomized. Peto has argued that if the failure to complete the trial or receive
the correct treatment occurred due to chance, there should be an equal proportion
of patients with protocol deviations in each group.15 If so, by including all patients
in the analysis, the treatment effect, if there is one, may be reduced, but otherwise
the results will not be biased. On the other hand, if the failure is due to an effect of
the treatment (e.g., toxicity or intolerance of the treatment), omission of these patients
from the analysis might bias the results in favor of one of the treatments.

Subjects may not have a final outcome assessment for a variety of reasons including:
1. they developed a side effect and had to be withdrawn,
2. they refused further follow-up or
3. the final assessment was not performed adequately.

Prior to analyzing the data, it is wise to develop “rules” as to how these situations
will be handled. For instance, if the subject developed a side effect necessitating
withdrawal of therapy, this may be considered a treatment failure. If the outcome
assessment is based on a continuous variable (such as an activity index, or HRQL
score), then the last outcome assessment performed before the subject was with-
drawn because of the side effect may be used. Hopefully, the number of subjects
who “drop out” because they refuse follow-up can be minimized. Even if subjects
refuse treatment or stop treatment during the trial, they may be counted if they will
agree to having the final outcome assessment performed or this information is avail-
able. For example, for a trial where survival is the main outcome, this information
may be available even in the noncompliant patient. Finally, there may be some situ-
ations where the final outcome assessment is not available. Examples are situations
where x-rays or procedures are incomplete or inadequate (venograms for the assess-
ment of DVTs and colonoscopies assessing recurrent Crohn’s disease) or the final
outcome assessment was not as described in the protocol (subjects who had surgery
for recurrent Crohn’s disease without having the required investigations prior to
surgery). These might be situations where an independent adjudication committee
can rule whether the subject has or has not had an event, or where results from other
tests (e.g., Duplex ultrasound for DVT documentation) may be deemed acceptable.
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Again, these cases should be reviewed or “rules” should be made prior to analysis of
the data and certainly before there is unblinding of investigators performing the
analysis.

In clinical trials, often the statistical analysis is relatively straightforward because
there is an assumption that the two groups are similar at baseline due to the trial
design. Thus, more complicated statistical methods (such as multiple regression
analyses) may not have to be performed to correct for possible imbalances in the
groups. However, it is important to demonstrate that indeed the groups are similar
and this is usually done by constructing a table showing the characteristics of the
two groups including the important baseline prognostic variables (for instance, in a
trial comparing cancer treatments, the proportion of patients with each stage of
disease would be shown). If there is any doubt about the balance in the groups or if
there are any variables other than the treatments that may affect the outcome (for
example, age) this may investigated using regression techniques, (see Chapter 5).
However, should this occur with an important prognostic variable, it certainly will
decrease the confidence in the conclusions of the trial. Depending on the outcome
variable, different statistical methods will be used to draw inferences about the dif-
ferences between the treatments. (See Chapters 2, 5, and 6.)

Secondary and subgroup analyses are often performed. Subgroup analyses con-
sist of dividing patients into different subgroups and comparing treatments within
each subgroup. While these analyses are interesting, generally they should be restricted
to priori identified subgroups where treatment differences could vary from the over-
all average effect. The danger of indiscriminately comparing all possible subgroups
is that spurious relationships may be “found” due to chance alone. To minimize this
risk, Investigators should decide, prior to unblinding, which subgroup analyses make
biological and clinical sense and perform only these analyses. This is preferable to
simply analyzing the data in as many ways as possible in the hope of finding a
statistical difference in one of the subgroups (so called “data dredging”).

Finally, many clinical trials will be designed so that an interim analysis is per-
formed. An interim analysis is usually performed in case an early dramatic differ-
ence in the two treatment groups is observed suggesting that the trial can be stopped
early. The advantages of performing an interim analysis, with the possibility of early
termination of the trial, is that resources are conserved and theoretically, other patients
with the same condition will be able to benefit from the superior treatment as soon
as possible. The latter has been a major issue related to trials involving AIDS patients.19

The potential disadvantages of stopping a trial early include the possibility that an
early difference in the treatments may have occurred by chance, and the sometimes
difficult task of convincing the clinical community of the validity of the results in an
“incompleted” trial. While statistics plays an important role in interim analysis deci-
sions, it is of utmost importance to ensure the safety of all patients. For example,
one may start an interim analysis by comparing the two treatment groups in terms
of the primary outcome, usually by calculating a confidence interval and seeing if
clinically important difference in either direction has been strongly demonstrated.
Next, one would compare the rates of all adverse events, to assess safety. Finally, if it
appears that the data suggest an advantage for one group, the plausibility should be
checked against background knowledge. For example, if the placebo group appears
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superior to a new technique with strong supporting background evidence, one may
decide to continue the trial until stronger evidence emerges. Since interim decisions
involve a multitude of considerations, they are often difficult.

Like all other aspects of the clinical trial, decisions regarding an interim analysis
should be made early and while all investigators are blinded with respect to the data.
These decisions include how many interim analyses will be performed, when they
will be performed and what actions will be taken with the results obtained. Then,
the analysis should be performed by the statistician and, unless the monitoring com-
mittee decides the trial should be terminated, all other investigators should remain
blinded with respect to the data and the results of the interim analysis.

An interim analysis may not be desirable or feasible in all trials. For instance, in
trials where follow-up is long relative to the accrual period, results may not be avail-
able for analysis until all of the patients have been accrued. Most commonly, only
one interim analysis is performed and it is done when approximately half of the
subjects have been accrued. While interim analyses are usually performed to deter-
mine whether the trial can be stopped early, another reason to do one is if there is
great uncertainty about the event rates used to calculate the sample size initially. An
interim analysis may be performed with the idea that the sample size for the trial
may be adjusted depending on the observed event rates.

7. Estimating the Sample Size
There are numerous articles and statistical textbooks which outline specific for-

mula and methods for estimating sample size and computer programs which will
perform the calculations.20 Thus, a detailed explanation of the various formulae for
estimating sample size is beyond the scope of this paper. In addition, for most trials,
a statistician should be consulted for assistance.

The sample size estimate is based on the primary outcome measure. Thus, before
calculating sample size, one must decide what the primary outcome measure is.
Sample size may be checked or adjusted to ensure that it is large enough to answer
the secondary questions but since they are secondary objectives, it is less important
that there is enough precision to definitely answer these questions.

Generally, there are 5 variables which affect the sample size: the event rates or
mean outcomes in the groups, the standard deviation or variance of the primary
outcome in the groups, the difference in the outcomes between the two interven-
tions, the desired precision in estimating this difference, and the degree of confi-
dence in the results (usually 95% confidence intervals are used.) Usually, the expected
outcomes and variance can be estimated using data from published reports (even
case series) or pilot studies (See Chapter 2 for details). Determining what consti-
tutes a clinically important difference between the two treatments is usually a clini-
cal decision made by the clinician investigator.21 The larger the expected difference
in event rates between the two groups, the less precision is required in order to find
the difference so the smaller the sample size required.

For trials where a survival analysis will be performed, the length of time required
to accrue and follow patients must also be considered in the sample size estimate.
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8. Ethical Considerations
Some have argued that randomized controlled trials are never ethical.2,3 They

would argue that generally, one would not do a randomized controlled trial unless
there was some evidence to suggest that one treatment might be better than another.
If so, then it is unethical for a physician to withhold that treatment from his/her
patient since the good of the individual patient should be his/her primary concern.
However, others recognizing the need for society to determine whether treatments
really are effective and that this can be done best with randomized controlled trials,
state that randomized controlled trials are ethical if there is genuine community
equipoise even if there is not individual equipoise.22 Freeman has argued that if less
than 70% of medical experts consider one treatment option to be superior than the
other, than a trial is ethical and most reasonable patients would accept
randomization.22

Most institutions have ethics review committees which have stringent policies
for human experimentation and investigators need to be aware of these policies.
Generally, for a trial to be ethical, subjects must not be exposed to undue harm or
risk and they should be fully informed of both the benefits and harms of the trial.
They should give consent without any pressure and all reasonable efforts should be
made by the investigator to maintain confidentiality. In addition, however, the trial
itself must be clinically relevant. If not, it is not ethical to solicit patients’ participa-
tion even if there is little risk involved. Investigators must not have any conflict of
interest in performing trials. Trials assessing new technologies are often industry
driven and investigators may be financially rewarded for each patient that is accrued
into the study. In such situations, the surgeon may not be objective in discussing the
trial with the patient and obtaining his/her consent. Therefore, it may be preferable
to have a third party involved in this aspect of the trial. Some universities have
developed guidelines for obtaining consent in these circumstances. Finally, even
before embarking on such a trial, investigators should feel that the trial has merit
and is answering an important clinical question and that there is uncertainty with
respect to the effectiveness of the treatment options. Financial gain should not be
the reason for participating in a trial.

It is often said that it is not ethical to randomize a patient in a trial where one
treatment option is surgical. In fact, what is more accurate is that it may not be
feasible as will be discussed subsequently. As long as there is community equipoise,
the patient is well informed and an informed consent is obtained, a trial comparing
a surgical to a medical alternative is quite ethical. Successful completion of many
important trials comparing medical and surgical therapies is witness to this.23-25

It is more likely that in surgical trials the subject may not be able to sign an
informed consent. Examples are trials performed in emergency situations, on trauma
victims or patients in the ICU. It may be necessary in these situations to rely on
third party consent. This issue is complex and local ethics committees may vary in
their opinions regarding third party consent.
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9. Administrative Issues

9.1. Feasibility of Trials
In order to successfully complete a clinical trial, there must be adequate eligible

patients and facilities; committed and experienced investigators and adequate finan-
cial resources. Although these are issues related to the implementation of the trial,
they must be addressed in the planning or design phase of the trial.

9.1.a. Patient Recruitment
Patient recruitment is often difficult and frequently overestimated by investiga-

tors. If recruitment is a problem, successful completion is more likely if a multicenter
rather than a single center trial is undertaken. Adequate funding to allow hiring of
research assistants who can ensure that all eligible patients are approached to partici-
pate is mandatory. In the planning stages, a realistic estimate of patient accrual should
be made taking into consideration the number of patients who have the condition
that are seen at each institution each year, the proportion who would be eligible and
the proportion who would consent to participate. Patient participation can be quite
variable, being as low as 10%, depending on the treatments, the intensity and length
of the follow-up and the invasiveness of follow- up investigations. The number of
participating centers and the duration of patient accrual may be determined based
on these estimates.

Patient recruitment to surgical trials may be even more difficult than to medical
trials. Patients often have strong preferences for one therapy or another and refuse to
participate in a trial. As well, in a medical trial, patients may be offered randomiza-
tion to one arm or the other with the possibility that at the conclusion of the trial
they can receive the more efficacious treatment if the disease is not progressive and
the treatment is reversible. Surgical procedures, however, are almost always perma-
nent and therefore patients will not have an opportunity to benefit from the results
of the trial. Accrual may also be hindered because there is a lot of emotion associated
with surgery itself and patients often are preoccupied with these other issues. As
well, they may be reluctant to leave the decision as to whether they will have surgical
therapy to chance alone. Other issues such as patients feeling like a “guinea pig” are
common to both medical and surgical trials, but again may be of greater significance
in surgical trials.

With medical trials, because of restrictions imposed by regulatory agencies, it is
unusual that the new therapy is available outside of the trial. This may be an incen-
tive for patients to participate in the trial. Since there are usually no restrictions on
surgical therapies, there may be less incentive for patients to participate in a surgical
trial. However, the investigators may consider not performing the new surgical pro-
cedure outside the trial. This decision has to be made considering the resources
available as well as the ethics of restricting the procedure to the trial.

9.1.b. Administration
The team of investigators and the administrative structure of the trial may vary

in composition and size depending on the size of the trial and the number of centers
involved. For a single center trial, there will be at least one investigator and a research
assistant. The investigator will oversee all aspects of the trial while the research assistant
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will be involved in the day to day coordination of the trial. A well qualified research
assistant is essential. In addition, a data manager who can create and maintain a
database and oversee data entry is essential. Lastly, a statistician who can perform
the sample size calculation, develop the randomization scheme and ensure random-
ization is performed correctly and analyze the data should be part of the team of
investigators. It is important that all are involved in the planning of the trial, espe-
cially the statistician.

For multicenter trials, an investigator and research assistant at each site should
be part of the investigative team. There may be various committees including a
steering committee made up of a smaller number of individuals who will play a
more major role in decision making and ensure that the trial proceeds as planned.
As discussed in section 6, most trials include an independent safety committee whose
duty is to monitor adverse events.

9.1.c. Data Management
The importance of accurate data collection cannot be too highly stressed. The

role of the data manager will generally be to oversee all aspects of data collection and
entry. He/she will develop a database which will be used to enter the data and sub-
sequently used for data analysis. He/she will supervise data entry personnel. There
are many different personal computer data bases available, each with advantages and
disadvantages and the choice is ultimately up to the investigators and data manager.
However, this aspect of data management has been simplified greatly in recent years
with the ready availability of powerful data bases.

Since the results of the trial are dependent on the accuracy of the data, multiple
strategies should be instituted to minimize the risk of data entry errors. Some trials
now have the research nurses enter the data directly into the computer to eliminate
the risk of transcription errors. Others use scanning devices to transfer data from the
hardcopy into the data base. There are obvious advantages to these but cost may be
an issue for smaller trials. In most trials, however, data will be collected on data
forms and then transferred into a data base. Generally, it is recommended that data
should be double entered, preferably by two different data entry people or at least
on two separate occasions. For the most important variables (such as the outcome),
additional maneuvers to ensure accurate data entry may be performed. These may
include an audit by the statistician or principal investigator comparing the data
entered into these fields with the data entered on to the data form.

Conclusions
As the title of this Chapter implies, this is simply an overview of some of the

issues related to the design and execution of a randomized controlled trial. While
this book is generally aimed at the surgical investigator performing surgical trials,
the principles in designing a clinical trial are essentially the same irrespective of the
treatments being evaluated. The point to be emphasized is that careful planning and
then rigorous monitoring of the trial are essential in order to ensure that results are
unbiased and conclusions can be made about the relative effectiveness of the treat-
ments. A dedicated team of investigators with expertise in the clinical and method-
ological domains, adequate funding and eligible patients are some of the more
important requisites needed to successfully complete a trial. However, the time,
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effort and resources are usually worth it because of the potential impact on clinical
practice.
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CHAPTER 5

Surgical Arithmetic: Epidemiological, Statistical and Outcome-Based Approach to Surgical Practice,
by Lawrence Rosenberg, Lawrence Joseph, and Alan Barkun. ©2000 Landes Bioscience.

Linear and Logistic Regression Analysis

R. Platt

1. Introduction
Univariate statistical techniques, which describe or draw inferences about the

characteristics of a single variable or measurement, are limited since we are often
interested in drawing inferences relating to two or more variables. For example,
consider the data given in Table 5.1. One hundred twenty three patients requiring
hernia operations were assigned to either conventional hernia repair surgery or lap-
aroscopic repair surgery. The researchers were interested in determining whether the
new surgical method reduced the total number of convalescence days. Other vari-
ables that could influence the number of convalescence days were the size of the
hernia (large or small), the sex of the patient, the baseline health score, the number
of years of smoking, occupation (active or sedentary) and whether the patient re-
ceived government compensation for the surgery (CSST in the table). Eleven pa-
tients had incomplete information for some of these variables, so our analysis is
restricted to the 112 patients with complete data. Thus, we assume that the missing
data are not different in any important respect to the nonmissing data, so omitting
cases with missing data causes no bias. While this assumption is necessary for our
simple techniques, multiple imputation techniques and other methods have been
developed to handle missing data if the assumption is not reasonable.1 Throughout
this Chapter, we will refer to this example and demonstrate how the data can be
analyzed using the techniques described here to understand the variability in the
number of convalescence days.

The simple t-test and the confidence interval for a difference in means (described
in Chapter 2) compare the measurements for an outcome of interest in two different
groups. Often, however, researchers are interested in comparing results between sev-
eral groups, or determining the associations between an outcome and other con-
tinuous variables. The correlation coefficient (see Chapter 2) measures the linear
relationship between two variables, ranging from 1 (a perfect positive linear rela-
tionship) through zero (no linear relationship) to -1 (a perfect negative linear rela-
tionship). However, while it provides the strength of the association, it cannot be
used for prediction and is restricted to linear relationships between two variables.

Regression models generalize both the correlation coefficient and the t-test. Simple
linear regression models can be used for inferring the relationship between two vari-
ables, and prediction of the outcome variable based on the other is possible. Simple
regression can be further generalized to multiple regression, where we simultaneously
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consider more than one possible predictor variable, and logistic regression, where
we allow response variables that are dichotomous, rather than continuous. Analysis
of variance models, or ANOVA, are another related approach to generalizing the t-
test to multiple groups, although in fact one can devise multiple regression models
that are equivalent to carrying out an ANOVA.

A common thread runs through all of the procedures discussed in this Chapter.
The primary interest is to explain the variability in the response by taking into
account the structure of its relationship with the possible predictors. If division into
groups or the use of an independent continuous regression variable can explain a
substantial part of the total variability in the response variable, we can develop a
much better understanding of the response variable and more precise predictions of
the responses for future individuals.

This Chapter will first describe simple linear regression and how it is used, along
with some of the diagnostic checks to evaluate the fit of the model to the data.
Multiple regression, the generalization of simple linear regression when more than
one independent variable is used to predict the outcome variable, as well as model
selection techniques will follow in Section 3. Model selection is important for de-
ciding which model or models to use. Section 4 will briefly describe ANOVA mod-
els and their connection to regression. In section 5, we will introduce logistic
regression, the method used when the response variable is a binary or yes/no vari-
able. Finally, we will examine confounding and effect modification (or interaction),
two important features of multivariate model building.

2. Simple Linear Regression

2.1. Introduction
Suppose we wish to be able to predict the total number of convalescence days in

hernia repair patients. There may be a difference in what we should predict for
convalescence days depending on the type of surgery, so we might want to compare
the mean number of days in the two treatment groups. The mean number of conva-
lescence days in the experimental group is 10.1 with standard deviation 7.6, and in
the control group the mean number is 11.8 days with standard deviation 8.0. We
can estimate the difference between the two groups as 1.7 days, with 95% confi-
dence interval (-4.6,1.4). The confidence interval includes zero, so there is no strong
evidence that the mean number of convalescence days in the two groups is different.
Comparing two groups is easy enough, but what if we want to now look at the
average numbers of convalescence days but using information about a continuous
variable, like preoperative health profile score (based on the Nottingham health
profile questionnaire2)? We can’t simply calculate mean values, because there are no
natural groups into which we can divide the health score. We could divide the score
into high and low values, but this would waste information about the differences
that exist between subjects within the high and low groups. The first thing we might
do is calculate the correlation coefficient between the health profile score and the
number of convalescence days. This calculation gives a correlation of 0.240, with a
95% confidence interval (0.057,0.408) indicating that there is a statistically signifi-
cant (but moderate in value) association between the two variables (the confidence
interval does not include zero). However, we may want to know more about the
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relationship, for example by how much the response (convalescence days) varies as
the predictor (health profile score) changes. The common approach to this problem
is known as simple linear regression. Given a set of data where the number of conva-
lescence days and the health profile score are measured on each patient in a group of
patients, simple linear regression is a method for deriving and describing the straight
line that best describes the relationship (if any) between the two variables. Consider
Figure 5.1, a scatterplot with values of the response along the vertical axis and values
of the predictor along the horizontal axis. It is clear that there is great variability in
the convalescence days in these subjects, but that there may be a trend towards
increased convalescence days with increased health profile score. We would like to
fit the best straight line to this set of points, which would represent the trend, if any.

2.2. The Model
The simple linear regression model for this problem is given by:

y = β0 + β1x

where x, the number of convalescence days, is to be predicted from x, the health
profile score. The parameters β0 and β1 are regression coefficients that relate y to x.
In particular, β1 is the regression slope, so that a one unit change in x leads to a
change of β1 in y, and β0 is the intercept, which is the predicted value of y when x =
0 . The basic assumption made is that the model is linear (that is, the relationship
between convalescence days and health score is a straight line). Of course, it is ex-
tremely unlikely that this model will be exactly correct for all data points, in that we
do not expect the values of x and y for all patients to lie exactly on a straight line, and
we must account for this. We do so by adding a small amount of error, ε, to the
model, so that the equation for the ith patient becomes

y1 = β0 + β1xi + εi. (1)

The ε are often called “noise”, residuals, or random errors. While we usually do not
expect these errors to follow any predetermined pattern, we do make assumptions
about their behavior. The standard set of assumptions is that they are:

1. independent from each other,
2. follow a Normal distribution with zero mean and
3. have a constant standard deviation σ throughout the range of the data.

Estimation of the coefficients β0 and β1 is done using the method of least squares.
Briefly, this method chooses the estimated coefficients so as to minimize the sum of
the squared differences between the estimated values and the actual values for . In
other words, from equation (1), since we have ε = y - β0 + β1x, we minimize the sum
of the ε2s. In our example, the value of β1 represents the increase in the number of
convalescence days y corresponding to an increase of 1 unit on the health profile
score. The value of β0 is the mean number of convalescence days for an individual
with a health profile score of zero. Applying the least squares technique to the data
in Table 5.1, we find that the “best” straight line regression model is:

y = 9.43 + 0.27x. (2)



107Linear and Logistic Regression Analysis

5

Fig. 5.1. Scatterplot of convalescence days vs. health profile score.

Therefore, the mean number of convalescence days is predicted to be 9.43 for
people scoring 0 on the health profile index (i.e., with no major health problems)
and this number increases by 0.27 days for every increase of 1 in the index. We refer
to the estimates of the β parameters using the ^ character, so that we estimate
   1 = 0.27 and  0 = 9.43.

Note that β0 may not be clinically meaningful. It requires that the value x = 0 is
meaningful. For example, if body temperature were being used as the x variable, it
would not make any sense to think of a body temperature of zero, and then β0

would have no direct physical interpretation. It would still be important, however,
to estimate β0, in finding the best fitting straight line to a set of data. This illustrates
an important general principle: regression equations are only safely used over the
range of the data they were calculated from. For example, a regression equation
showing the decline of bone mineral density with age calculated on female subjects
over age 50 would not necessarily be applicable for predicting bone density in young
adult females or in males.

It is also useful to look at the estimate   e, the standard deviation of the residuals.
For this model,   e = 7.59 indicating the size of the residual error standard deviation
(measuring the unexplained variability in the data).

Often we want to compare mean values of a variable in two different groups. We
can do this using model (1), with the predictor variable x taking on only two values,
0 in one group and 1 in the other. Such an x variable is referred to as a “dummy”
variable. Then, the coefficient β1 represents the difference between the mean level of
the response in the two groups. In our example, we could set x = 0 in the standard
treatment group and x = 1 in the experimental treatment group. Again applying
least squares gives the model:

  β̂   β̂

  ̂σ
  ̂σ
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Table 5.1. Convalescence study data

Pt . Conval- Health CSST Group Occupn Size General Sex Smoking
escence Score (years)
Days

1 21 6 0 0 1 0 1 1 0.0
2 4 25 0 1 1 1 1 1 0.0
3 3 0 0 1 0 1 1 1 0.0
4 12 0 0 0 0 1 1 1 0.0
5 4 1 0 1 0 0 1 1 12.0
6 5 2 0 1 0 1 1 1 0.0
7 11 3 1 0 0 0 0 1 9.0
8 20 1 0 1 0 0 1 1 0.0
9 28 22 0 0 1 0 1 0 0.0
10 3 12 0 0 0 1 1 1 0.0
11 22 12 1 1 0 1 1 1 0.0
12 5 14 0 1 0 1 1 1 0.0
13 10 0 0 0 0 1 0 1 0.0
14 12 10 0 1 0 1 1 1 0.0
15 15 9 0 1 0 0 1 1 30.0
16 9 1 1 0 0 0 0 1 40.0
17 5 1 0 1 0 1 1 1 0.0
18 1 0 0 1 0 1 1 1 0.0
19 5 12 0 0 0 1 1 1 3.5
20 14 5 0 1 0 1 1 1 10.0
21 7 14 0 0 1 0 1 1 0.0
22 10 2 0 0 1 0 0 1 0.0
23 13 15 0 1 0 0 1 1 50.0
24 6 29 0 0 0 1 1 1 40.0
25 13 9 0 1 1 0 1 1 40.0
26 17 0 1 0 0 1 0 1 0.0
27 7 13 0 1 0 1 1 1 0.0
28 2 0 0 1 0 1 1 1 0.0
29 6 2 0 0 0 1 0 1 31.0
30 8 1 0 1 1 1 1 1 0.0
31 2 10 0 0 0 0 0 1 0.0
32 3 2 0 0 1 0 1 1 0.0
33 10 4 0 0 0 0 1 0 0.0
34 4 0 0 0 0 1 1 1 0.0
35 14 12 0 1 1 0 1 1 40.0
36 6 2 0 0 0 1 0 1 0.0
37 21 3 0 0 0 1 0 1 0.0
38 21 11 0 1 0 0 1 1 0.0
39 7 0 0 1 0 0 1 1 0.0
40 6 16 0 1 0 1 1 1 0.0
41 11 15 0 0 0 1 0 1 0.0
42 5 5 0 0 1 1 0 1 2.0
43 28 3 0 0 1 0 0 1 20.0
44 14 0 0 0 1 1 0 1 0.5
45 2 1 0 1 0 1 1 1 18.0
46 6 0 0 0 1 1 0 1 4.0
47 6 0 0 1 0 1 1 1 0.0
48 2 2 0 1 1 0 1 1 0.0
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Table 5.1. (continued)

Pt . Conval- Health CSST Group Occupn Size General Sex Smoking
escence Score (years)
Days

49 6 0 0 0 0 1 1 1 0.0
50 10 4 0 1 1 0 1 1 30.0
51 6 12 0 0 0 1 0 1 3.5
52 19 0 1 1 1 1 1 1 0.0
53 2 3 0 0 0 1 0 1 0.0
54 28 2 0 0 0 0 0 0 0.0
55 10 3 0 0 0 1 0 1 40.0
56 3 2 0 1 0 1 1 0 0.0
57 16 14 1 0 0 0 1 1 12.0
58 13 1 0 1 1 0 1 1 0.0
59 10 1 0 1 1 0 1 1 0.0
60 35 3 1 0 1 0 1 1 0.0
61 3 4 0 0 0 0 0 1 45.0
62 16 6 1 1 1 0 1 1 0.0
63 18 6 0 0 0 0 0 1 0.0
64 2 1 0 0 1 0 0 1 0.0
65 5 0 0 1 0 1 1 1 10.0
66 15 0 0 0 1 1 0 1 0
67 22 11 1 0 0 0 0 1 0
68 28 0 0 0 0 0 0 1 42
69 6 10 0 1 1 0 1 1 0
70 1 14 0 1 0 1 1 1 50
71 6 9 0 0 0 1 0 1 0
72 11 0 1 1 1 0 1 1 25
73 31 25 1 1 1 0 1 1 0
74 8 12 0 0 1 0 0 1 0
75 2 5 0 0 1 0 0 1 0
76 5 2 0 1 1 1 1 1 0
77 10 0 1 0 0 0 1 1 5
78 10 3 0 1 0 0 1 1 0
79 2 0 0 1 0 0 1 1 0
80 16 26 0 1 0 1 1 1 4
81 14 1 0 0 0 0 1 1 0
82 26 15 0 0 0 0 0 0 0
83 13 2 0 0 0 1 1 1 40
84 15 0 0 0 0 0 0 1 0
85 5 3 0 1 0 0 1 1 0
86 34 15 1 1 1 0 1 1 37
87 10 1 0 0 0 0 0 1 0
88 4 8 0 1 0 0 1 1 0
89 14 18 0 0 0 1 0 1 11
90 14 0 0 1 1 1 1 1 0
91 14 9 0 1 1 1 1 0 0
92 22 6 0 1 0 0 1 1 0
93 15 2 0 0 0 1 1 1 10
94 15 1 0 0 0 1 1 1 0
95 9 5 0 0 0 1 1 1 0
96 9 5 0 0 0 1 1 1 0
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Table 5.1. (continued)

Pt . Conval- Health CSST Group Occupn Size General Sex Smoking
escence Score (years)
Days

97 5 0 0 0 0 1 1 1 0
98 5 2 0 1 0 1 1 1 0
99 14 2 1 0 0 1 0 1 0
100 10 2 0 1 1 1 1 1 0
101 2 0 0 1 0 1 1 1 0
102 23 29 0 0 0 1 1 1 0
103 10 6 0 1 1 0 1 1 40
104 1 0 0 1 0 1 1 1 0
105 15 1 1 1 0 1 1 1 0
106 9 0 0 0 0 1 1 1 15
107 7 8 0 0 0 1 1 1 0
108 1 0 0 1 0 0 1 1 0
109 1 0 0 0 0 1 0 1 1
110 16 1 1 1 0 1 1 1 0
111 21 1 1 1 0 0 1 1 20
112 14 3 0 0 0 1 0 1 45

y = 11.81 - 1.75x.

The interpretation of the coefficients in this model is convenient. The coeffi-
cient β0 refers to the mean number of convalescence days in the group with x = 0,
which is the standard treatment group. Hence, the mean number of convalescence
days in this group is 11.81. The parameter β1 refers to the difference in mean level
between the two groups, meaning that the average number of convalescence days in
the experimental treatment group is 11.81-1.75 = 10.06. In other words, the new
surgical technique leads to a   1= -1.75 decrease in convalescence days on average.
Note that the two means of 11.81 and 10.06 for the conventional and laparoscopy
groups respectively are equal to the observed mean values in the data for these two
groups given in section 2.1. Here,   e = 7.77, indicating that the residual standard
error is roughly similar to that from our first model.

2.3. Statistical Inference About the Regression Coefficients
Standard statistical procedures can be used to derive confidence intervals for β0

or β1 and to test whether the predictor variable is useful in explaining the variability
in the response. Recall that   1 is the estimated value of β1 and define the estimated
standard error of    1 to be

where
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is the number of observations and the e are the observed residuals (e = y – β0 - β1x).
The quantity   1/SE(   1), has the t-distribution with n-2 degrees of freedom, where n
is the sample size. This can be used to test the null hypothesis H0:β1 = 0, which, if
rejected, suggests that β1 is useful in predicting the response. A 100(1-α)% confi-
dence interval can be derived from the formula:

where ta/2,n-2 is the t-distribution α/2 critical value for n-2 degrees of freedom. If this
confidence interval does not include 0, this is evidence that x is an important predic-
tor. In our case, the 95% confidence interval for β1 in the health profile score is
(0.07, 0.48), indicating that plausible values for the increase in convalescence days
with an increase of one unit on the health scores range from 0.07 to 0.48. So our
results are consistent with almost no effect (0.07 days) but also with a moderate
effect (almost half a day of convalescence per unit increase in the score).

We can also derive confidence limits for the coefficients for the model compar-
ing the experimental treatment group to the standard treatment group. The coeffi-
cient is –1.75, with standard error 1.48, so a 95% confidence interval is given by
(–4.65,1.15). It is worth noting that the test that this coefficient is equal to zero and
the associated confidence interval are identical to that which would be derived from
the t-test under the assumption of equal variances in the two groups. We will see
how this generalizes to the relationship between multiple regression and analysis of
variance in Section 3.

2.4. Checking the Model
When using regression models, it is important to be aware of and understand the

underlying assumptions of the model. First, the model (1) is linear – a unit increase
in the health profile score corresponds to an increase of β1 in convalescence days for
any value of the health score. It is conceivable that this assumption is not correct,
that the rate of increase in convalescence days is higher for higher health profile
scores compared to lower health profile scores, for example. To investigate this
assumption, the scatterplot with the y variable along the vertical axis and the vari-
able along the horizontal axis can help (see Fig. 5.1). If a curved or other pattern is
observed here, steps can be taken to address it, usually by transforming the x or y
variable. For example, rather than using x, we might try x2, or rather than y we might
try log(y).

Another essential part of the model checking process is to look at the residuals.
Recall that the model virtually never fits perfectly and we assume that the true model
fits with a small amount of error added, as in equation (1). We cannot observe the
actual values of these errors, but we can get an idea of what they look like by com-
paring the observed values of the response to the values that would be predicted by
the model. For example, from Table 5.1 we see that patient 5 had a health profile
score of 1, so that equation (2) implies that his or her predicted number of convales-
cence days is 9.43 + 0.27*(1) = 9.70. The true number of convalescence days was 4,
meaning that the residual for this patient was 9.7 - 4 = 5.7.

Knowing that we expect the true errors to be normally distributed with the same
standard deviation, we can check the residuals to see if they roughly fit this distribu-
tional assumption. If so, the model fits the data well and that’s good. If not, we need

  β̂   β̂

    
ˆ ˆ
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to investigate the model in more detail. One way to check this assumption is to plot
the residuals against x. Figure 5.2 is a plot of the residuals from model (1) plotted
against the health profile scores. There appears to be a reasonable scatter of the
residuals, although higher residuals are more prominent for lower values of the pro-
file score. Figure 5.3 is a histogram of the residuals, which shows that the distribu-
tion is somewhat right-skewed and does not look approximately normal. If this is
the case, what can be done? Several possibilities exist, but the most common ap-
proach is to transform either the response or the predictors to achieve a model with
better residual properties. A thorough discussion of the options for transformations
can be found in Neter et al.3

3. Multiple Linear Regression

3.1. Introduction
What if we have many predictor variables, each of which has an independent

influence on the outcome? Perhaps we would like to examine the association between
total convalescence days and the health profile score and group together. One pos-
sible approach would be to try several simple linear regression models, one for each
of our possible predictor variables. This will give information about their individual
effects on the total number of convalescence days but not on the joint effect of all
variables together, or on the effect of one of the variables adjusted for the other. We
can use multiple regression, which simultaneously associates many predictors to a
continuous response, to accomplish both these tasks.

3.2. The Model
A multiple regression model with two predictor variables is written as:

y = β0 + β1x1 + β2x2 + ε (3)

The model works in essentially the same way as the simple regression model (1) but
interpretation of the coefficients changes slightly because of the presence of other
variables in the model. Now, β1 refers to the change in y associated with a unit
change in x1 after adjusting for the effect of x2. In other words, for a fixed level of x2,
the mean change in y when x1 increases by 1 is β1. The analogous interpretation
holds for β2 when x1 is held constant. These definitions are unchanged when x1 is a
group variable, for example the dichotomous (x = 0 or x = 1) variable we saw in
section 2.2 representing the type of hernia repair received. Here, β1 would refer to
the average difference between y values for two people with identical levels of x2 but
in the two different treatment groups.

In our example, suppose we want to look at the effects of the health profile score
and group together. Let x1 denote the health profile score and x2 be 0 in the standard
treatment group and 1 in the experimental group. The fitted model is:

y = 10.29 + 0.27x1 - 1.79x2

meaning that for each unit increase in health profile score the mean increase in
convalescence days is 0.27, assuming that the group is fixed—that the patients being
compared are in the same treatment group. Similarly, if we compare two people
with the same health profile score but in the two different treatment groups we
would expect that the patient in the experimental group would have 1.79 fewer days
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Fig. 5.3. Histogram of residuals from last model.

Fig. 5.2. Scatterplot of residuals from best model vs. health profile score.
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of convalescence. It is interesting to note that these coefficients are very close to
those in the original univariate models. However, the standard error of the residuals
(7.53) has declined relative to both of the univariate models.

Many readers will be familiar with analysis of variance or ANOVA techniques.
ANOVA generalizes the t-test to comparisons of more than 2 groups. ANOVA and
multiple regression are closely related. Since there are more than two groups being
compared, we have to look at more than just a single mean difference. The method
for testing the whether the mean level in all of the groups is the same follows a
general pattern similar to that for the t-test.

To illustrate, consider a one-way ANOVA with three groups. The standard
ANOVA model for this problem is

µi = µ + αi (4)

where µ1, the mean for the ith group, i = 1,2,3, is equal to a grand mean µ plus an
effect for the group, αi. Conventionally, we set the sum of the αi to be zero, to allow
us to fit the model. The regression model:

y = β0 + β1x1 + β2x2 + ε

with x1 = 1 in group 1, 0 otherwise, and x2 = 1 for subjects in group 2, and 0 other-
wise, can be shown to be equivalent to the ANOVA model (4) above. A small amount
of algebra can be used to show that if β0 = µ, β1 = α1 - α3 and β2 = α2 - α3, the models
are equivalent.

Recall that the t-test can be formulated as a simple linear regression model. We
have described one example above and hinted at the general principle that ANOVA,
and more complicated models like analysis of covariance (ANCOVA) can be thought
of as multiple regression models with appropriately defined coefficients. Further
discussion of this can be found in the book by Neter et al.3

3.3 Model Selection
To model convalescence days, we have several options. Considering the variables

in Table 5.1, there are 27=128 possible combinations of the seven independent vari-
ables that could be entered into a model. How should we decide how many and
which independent variables we should include in the model? Having too few inde-
pendent variables will result in a model with sub-optimal predictions, while having
too many adds unwanted variability to the estimation process. When faced with
multiple possible predictors, how do we decide a) which to consider as part of a
model and b) which model is the best available, given the data and our knowledge of
the problem? This is a complicated process, and there are many factors that influ-
ence the way in which it is done.

Many researchers use model selection techniques, such as backwards or forwards
stepwise regression which systematically builds a model based on a variety of crite-
ria. However, it is often possible that models that have good statistical properties are
lacking in real clinical properties, in that variables that are in the model may be of
less interest to research than variables that are out of the model. Further, stepwise
model selection with a large number of predictors can often give results that are
statistically significant purely by chance. Stepwise procedures decide between two
models using one of several possible criteria. Some of the most common are the
Akaike information criterion and the Bayes information criterion.4 All of these (and
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others) evaluate models based on criteria such as fit (better fitting models are better)
and complexity (in general, if two models fit the data equivalently well, the less-
complex model is better).

So while stepwise regression can be useful, it has to be used with extreme caution
to be sure that the results make sense from the clinical and research perspective. It is
better to have a good understanding of the variables in the dataset. Ideally, descrip-
tive statistics and clinical knowledge will indicate an order in which to consider
variables in the model. For example, in nonrandomized studies it is customary to
use age and sex of patients in the model even when they are weak predictors of the
response, just because it is appropriate to discuss the models by comparing the results
for patients of the same sex and age.

Continuing with our example, suppose we want to try to select the most appro-
priate model for our response using all of the potential predictor variables in Table 5.1.
The best model using the AIC criterion is given by:

y = 17.74 + 0.24x1 + 8.98x2 - 1.92x3 - 3.34x4 -7.11x5

where x1 is the health profile score, x2 = 1 if the patient was compensated by the
government and 0 if not, x3 = 1 if the patient was in the experimental group, x4 = 1
if the hernia was large, and x5 = 1 if the patient was female. In this case, the model is
relatively satisfactory from a clinical point of view because it contains most of the
terms that we would consider important, and the variables that were not included
(smoking, occupation, and use of general anesthetic) were not a priori thought to be
particularly important. From a statistical point of view, this model is an improve-
ment over other simpler ones. The estimated standard deviation of the residuals,
    e, is smaller when the model is better, that is to say there is less unexplained varia-
tion in the data. In this case, the simple model with group alone had    e = 7.77 while
this model has      e = 6.29. Finally, it is reassuring to note that the coefficient for group
is –1.92, very similar to the –1.75 found in the simple model (and using the t-test).
This suggests that even after adjustment for the other important predictors of total
convalescence days, there is a persistent effect of treatment group. The experimental
group had, on average, slightly less than two fewer convalescence days.

3.4. Statistical Inference for Multiple Regression Models
Tests and confidence intervals for the individual β coefficients in the multiple

regression model operate in much the same way as they do in the simple linear
regression model. The quantities   1/SE (    1) have t-distributions with n-p-1 degrees
of freedom, where n is the number of subjects in the dataset and p is the number of
parameters (or β coefficients) in the model. This can be used to test H0:βi = 0, which
works in an analogous way to the simple case, with one important difference. The
test only applies in the context of the current model. If a variable makes a statisti-
cally significant contribution to a particular model, that conclusion cannot neces-
sarily be generalized to mean that the variable is important in all situations. In other
words, if the model is changed such that different variables are included, the apparent
effect of the variable may change. See section 5 below. 100(1-α)% confidence inter-
vals can be derived from the formula:
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where ta/2,n-p-1 is the t-distribution α/2 critical value for n-p-1 degrees of freedom.
Most software packages calculate both   β̂ i and SE(  β̂ i), and many will automatically
derive the confidence intervals.

3.5. Checking Model Assumptions
Diagnostic tests to check model assumptions for multiple regression models op-

erate in a way completely analogous to simple regression. Checking linearity using
scatterplots of the response against the various predictors and plots of the residuals
are the two main methods for determining whether the model is appropriate. For
certain problems, there are simple solutions to the violation of assumptions. If the
pattern of the residuals appears curved, a polynomial model (using higher powers of
the predictors) may be appropriate. If the variance of the residuals appears unequal
across the range, a weighted regression approach may help.

4. Logistic Regression
How could we approach the convalescence example if we were interested in pre-

dicting whether or not patients had a convalescence of more or less than one week?
This outcome would typically be coded as 1 if the convalescence was longer than a
week, and 0 if shorter. We would not be able to apply linear regression here, mainly
because the outcome is not continuous – it can only be 0 or 1. This would lead to
residuals that are not normally distributed, and violation of the linear regression
assumptions.

Many medical outcomes do not satisfy the assumptions listed in the previous
section, in particular that the outcome be measured on a continuous scale. Out-
comes such as alive/dead, on/off or success/failure all have a similar binary structure
that does not allow us to use linear regression to analyze them. Statistical techniques
that take these problems into account are available. Logistic regression, which mod-
els the probability of one of the two outcomes, is a convenient method of analyzing
such data.

Logistic regression is an extension of linear regression. In logistic regression, the
outcome is no longer a continuous variable but a dichotomous variable, and we are
interested in estimating the probability that the outcome will take on one of its two
values. Consider an example where we want to associate death during surgery to
various factors. We would then be interested in predicting the probability of death
as it relates to these factors. Linear regression can be used in some cases for these
data, but it can lead to serious problems such as predictions that fall outside of the
[0,1] range. A mathematical rearrangement of the linear regression model is neces-
sary so that we can have a model in a more useful form. This also means that the β
parameters in logistic regression have different interpretations than do the ones in
ordinary linear regression. In logistic regression, eβ1 refers to the odds ratio of the
outcome (e.g., death, or convalescence of more than seven days) for two subjects
that differ by one unit of x1. The odds ratio is similar to but somewhat different
from the more commonly understood relative risk or risk ratio. The relative risk for
comparing the outcome in one group to that in another group is simply:
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Risk
Risk
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the ratio of the risks, or probabilities of the outcome, in the two groups. The odds
ratio is slightly different,

where the odds of the disease in each group is given by

For example, a risk of disease of 0.5 (50%) corresponds to an odds of disease of
1.0, while a risk of 0.2 corresponds to an odds of 0.2/0.8=0.25.

Usually, the relative risk is the parameter that we would like to draw inferences
about, so why do we use the odds ratio? The main reason is mathematical conve-
nience; logistic regression easily produces estimates of the odds ratio. Further, in
case-control studies, the odds ratio is the only parameter comparing the two groups
that we can estimate. Finally, when the disease or outcome being analyzed is rare,
the odds ratio is nearly the same as the relative risk. This happens because when the
outcome is rare, 1-Riski is approximately 1, so OR ∪RR in the above equations. For
example, if the risk in one group is 0.1% and in the other 0.2%, the risk ratio or
relative risk is 2, while the odds ratio is (0.02/0.98)(0.01/0.99)=2.02, virtually indistin-
guishable.

Formally, writing the risk for an event as the probability p that it occurs, the
model for a logistic regression with two predictors is

(5)

meaning that we are modeling the natural logarithm of the odds rather than the
actual probability. This log odds is often referred to as logit(p), hence the name
logistic regression. This transformation does not cause much of a problem, because
we can easily convert back to probabilities since:

Consider again the example of convalescence days after hernia repair. We might
want to examine the probability that a patient convalesces for more than a week
(i.e., the number of convalescence days is greater than 7), using group and size of the
hernia (large vs. small) as potential predictors. We would then develop the model
(5) and the coefficients would be interpreted as stated above. Fitting the model with
x1 being coded as 1 for a large and 0 for a small hernia and x1 defined as 0 for subjects
from the standard treatment group and 1 in the experimental group,

Interpreting this model is simple. To compare the risk of convalescence of greater
than a week in the two treatment groups, the value eβ2 or in this case e-0.56 = 0.57 is
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the odds ratio for comparing these treatments. This means that the odds of conva-
lescing for more than a week are 0.57 times as large in the experimental group as
they are in the treated group.

Confidence intervals and tests for the parameters of these models are constructed
in the same way as in the linear regression model. For example, to get lower and
upper limits of a 95% confidence interval for β1, we calculate 1.11-1.96*SE (    1) and
1.11 + 1.96*SE(   1), respectively, where SE (   1) is the standard error of the estimate
for β1, given by all computer packages that handle logistic regression. Further details
about logistic regression can be found in the workbook text by Kleinbaum5 or the
textbook by Hosmer and Lemeshow.6

5. Confounding and Causation
In multiple regression, it might arise that as well as being associated with the

response, two predictor variables are associated with each other. If this happens, the
coefficient for one of the variables can be distorted by the absence of the other
variable in the model, and vice versa. Statisticians and epidemiologists call this con-
founding, and it typically occurs when two predictors that are strongly related, such
as smoking and alcohol consumption, are both of interest in a model. At its worst,
confounding can lead to completely spurious results. For example, high water con-
sumption is associated with low blood pressure. Water consumption is higher in
people who exercise frequently, and people who exercise frequently have lower blood
pressure, while water consumption, after taking into account exercise frequency, has
little or no effect on blood pressure. We say that the relationship between water
consumption and blood pressure is confounded by exercise level.

Consider the model given in Table 5.2 for our sample dataset. This model does
not contain the CSST variable. Note that the coefficient for sex is -5.42 and has
wide confidence interval (-11.41,0.58) which includes the value 0. Addition of the
CSST variable to the model changes the coefficient of sex to -7.12 and the confi-
dence interval to (-12.53,-1.70) which is narrower and does not include the value 0.
This indicates that there is confounding between these two variables, i.e., that the
CSST compensation is associated with both sex and the total number of convales-
cence days.

This leads to the broader question: does linear regression tell us anything about
causation? The only thing that linear or logistic regression really tells us is that there
exists a relationship between two or more variables. Causation is not necessarily
implied, because, for example, the true relationship could be confounded by some
third variable that we did not measure, or the causal relationship could actually go
the other way, with the outcome causing the predictor variable. More evidence than
just a regression relationship is needed to justify a causal relationship, such as bio-
logical plausibility, and the elimination of other possible causes such as ecological
fallacy. See Rothman and Greenland7 for further discussion of causation.

6. Effect Modification or Interaction
A second problem arises when two variables are associated such that the level of

one of the variables modifies the effect of the second variable on the response, or the
effect of the second variable on the response is different depending on the level of
the first variable. We call this effect modification or interaction and account for it

  β̂
  β̂

  β̂
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5essentially by building separate models or including interaction terms in a single
model to account for the association between the second variable and the response
for different levels of the first variable. For example, the effect of exercise on heart
attack risk may be different in smokers than in nonsmokers.

How is this modeled? A multiplicative effect modification or interaction is
addressed in the model using the product of the two interacting variables. In the
model:

y = β0 + β1x1 + β2x2,

for example, if we want to look at the interaction between x1 and x2, we add a term
of the form x1*x2 so that the model becomes:

y = b0 + b1x1 + b2x2 + b12x1*x2 (6)

This means that the increase in y corresponding to a unit increase in x1 now depends
on x2 and is given by

β1 + β12x2

Let’s consider a model with interaction in the hernia data. Using the health pro-
file score and government compensation (CSST) as predictor variables, we could fit
model (1) with the following results:

y = 8.03 + 0.27x1 + 9.21x2

where x1 is the health score and x2 is 1 if compensation was received and 0 otherwise.
The coefficient for the health profile score is interpreted as before: for one unit
increase in score, the total convalescence days increase by 0.27. The interaction
model (3) gives the following results:

y = 8.43 + 0.20x1 + 6.64x2 + 0.46x1*x2,

so the increase in convalescence days for a unit increase in health profile score is:

0.20 + 0.46x2.

So, for people who received compensation (x2 = 1) the increase in convalescence
days is 0.66 for each unit increase in health profile score, while for patients who did
not receive compensation, the mean increase was only 0.20 days. The interaction

Table 5.2. Results of model with sex removed

Coef. Std. error 95% CI

Intercept 18.06 3.13 —
HPS 0.24 0.10 (0.04, 0.44)
Group -1.75 1.36 (-6.25, 0.92)
Size -4.52 1.37 (-7.21, -1.83)
Sex -5.42 3.07 (-11.41, 0.58)

Note: HPS=Health profile score, Group=1 if patient was in the experimental
group, Size=1 if the hernia was large, and Sex=1 if female
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suggests that the combination of poor health and compensation is associated with
longer recoveries than does the model without interaction.

It is usually important to look for interaction. In large models, however, there
can be a huge number of potential interactions (we could, in principle consider
products of three or more terms too, and in fact in a model with five variables, there
are 25 or 32 possible interactions!). For this reason, it is important to try to prespecify
interesting interactions to look for in the models. Prespecification can be done on
the basis of clinical reasoning or exploratory statistical analysis that may demon-
strate which potential interactions look interesting.

7. Conclusion and Literature Review
In this Chapter we have introduced two primary methods for analysis of multi-

variate data, linear and logistic regression. These methods, in a similar framework,
allow the analysis and prediction of continuous and binary outcomes, respectively,
as a function of other variables.

Other models that accommodate more complex structures are also available.
When multiple correlated outcomes are of interest (for example, repeated measure-
ments on the same patient), these correlations must be taken into account. Various
methods for both continuous and binary outcomes, such as generalized estimating
equations and random effects models provide estimates of relationships which con-
sider the correlations between outcomes.8 The models we have looked at here can
also be generalized to other types of outcomes, such Poisson regression for counts,
so that appropriate inferences can be made when these types of variables are of
interest.9

Computer programs to perform the analyses in this Chapter are readily available
in a bewildering variety of statistical packages of varying quality and ease of use.
Major packages include SAS,10 SPSS,11 S-Plus,12 and STATA.13 There are hundreds
of texts on the topics discussed in this Chapter, a few of which are listed in the
references. For linear regression, the book by Neter et al3 is a comprehensive look at
design and analysis of regression studies. For a perspective on linear regression aimed
more at the medical sciences, Selvin14 is comprehensive and easy to read. The work-
book text by Kleinbaum5 provides a systematic introduction to logistic regression,
with worked examples and step by step procedures for modeling the odds ratio. The
book by Hosmer and Lemeshow6 is a more detailed work primarily designed for
epidemiologists and biostatisticians.
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Surgical Arithmetic: Epidemiological, Statistical and Outcome-Based Approach to Surgical Practice,
by Lawrence Rosenberg, Lawrence Joseph, and Alan Barkun. ©2000 Landes Bioscience.

Survival Analysis

David B. Wolfson and Cyr Emile M’Lan

1. Introduction
In this Chapter we shall attempt to explain some of the basic notions of the area

of statistics known as survival analysis. In order to maintain continuity of the ideas
introduced, perhaps contrary to convention, the illustrative example on survival of
patients with malignant brain tumors has been placed at the end of the Chapter.
This also helps ensure that the example is seen as it might be, in the real world, as a
unit rather than consisting of a set of separate analyses. This topic certainly does not
deal exclusively with “survival”, that is, with an outcome of “death”. Its use would be
rather restricted if this were the case, whereas in surgery and other research, survival
analysis is of crucial importance because its methods apply to a broad range of out-
comes, including “time to remission”, “length of postoperative hospital stay”, “time
to recurrence of disease”, “time free of pain”, “time to failure (of a prosthetic device)”
and of course, “time to death”.

If you were to peruse a volume of say, “The Archives of Surgery”, you would
almost surely encounter terms such as Kaplan-Meier estimates, log rank tests, and
Cox’s proportional hazards model. For example Vol 131, Jan.-June 1996, of The
Annals of Surgery contains articles on “Multimodel-Therapy Breast Salvage in the
Urban Poor with Locally Advanced Cancer” (Boddie et al), “Patient Selection for
Hepatic Resection of Colorectal Metastases” (Wanebo et al), “Hepatitis C Viral In-
fection in Liver Transplantation” (Johnson et al), and “Surgical Aspects of Patients
with Adenocarcinoma of the Stomach Operated on for Cure” (Soreide et al), whose
statistical analyses include methods of survival analysis.

There is an abbreviated bibliography on survival analysis at the end of this Chapter.
Some of these references contain histories of the development of the subject. We
have therefore refrained from presenting this history, although it is worth mention-
ing one paper which shows that the subject had its birth at least three hundred years
ago. In 1693 Mr. E. Halley, of Halley’s comet fame, published an article entitled “An
estimate of the degrees of mortality of mankind drawn from curious tables of the
births and funerals at the city of Breslaw” in the Philosophical Proceedings of the
Royal Society of London. Basic methods for computing life expectancies were pro-
posed for the purpose of assessing life insurance premiums; these ideas have evolved
into the rich and powerful methodology included by the vast subject of event his-
tory analysis. Let’s plunge in and swim a few beginners’ strokes.
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2. What Is Survival Analysis?
In its simplest form survival analysis is concerned with statistical inference about

the probability distribution of the time from some well defined origin until some
well defined event.

For example, we may wish to make a statistical statement about the distribution
of time to failure of a prosthetic hip following hip replacement surgery. Our data
might consist of the recorded dates of surgery of a group of patients together with
the dates on which their prostheses were assessed to have failed. It could easily hap-
pen, though, that at the end of the study some of the patients have been lost-to-
follow-up, their prostheses having not yet failed when the subjects were last seen. In
addition, some patients, particularly those who have their surgery towards the end
of the study, may still have intact prostheses. Further, it is even possible that some
subjects may have been removed from the study because they began to experience
pain. This type of data are depicted in Figure 6.1, assuming, for simplicity that the
calendar dates of surgery are unimportant. Therefore, all subjects have been given a
common origin even though they may have entered the study on different dates.

If a subject’s prosthesis has failed by the end of the study, we denote the time of
failure by x.

If a subject’s failure time has not been observed by the end of the study (for the
reasons mentioned above, or perhaps for other reasons) we say the failure time has
been censored and denote the instant of censoring by a circle.

For example, subject 1 has experienced failure at about 9 years while subject 3’s
prosthesis is still intact at 10 years.

The distinguishing feature of survival analysis is that its methods allow for in-
completely observed failure times. By far the most important source of incompletely
observed failure times in survival analysis is censoring.

It is clear that were we to omit those observations which are censored, we would
be discarding valuable information. For example, it is certainly informative to know
that subject 3’s prosthesis lasted longer than 10 years. In fact, it is intuitively obvious
that if we were to obtain the times of only those where prostheses had failed, our
sample would represent prostheses with short failure times.

Since censoring is central to survival analysis it is important to discuss some of its
features.

3. Censoring
Some simple notation will help clarify our discussion. Henceforth we shall refer

to the endpoint of interest as the failure time or survival time, although as was
indicated in the introduction, it is not at all necessary that failure in the usual sense,
be understood. It may be useful to think of the hip replacement example as we
proceed.

We denote by Ti the true failure time for subject i. Subject i’s hip prosthesis has
an intrinsic random failure time at the time of surgery.

We denote by Ci the censoring time for subject i. At the time of surgery subject
i has the potential to be censored at some time Ci, which may be random or a
constant. If, as is often the case in clinical trials such as this, the main source of
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censoring occurs at the end of the study, each subject would have a known fixed
potential censoring time (possibly unrealized), if we regard the entry times as fixed.

At the conclusion of a study the event time for subject i is denoted by Xi, where

In addition to observing Xi, we assume that we know whether or not the subject’s
failure time has been censored. The variable, δi, defined by:
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Fig. 6.1. Time to failure of a prosthetic hip following hip replacement surgery. (x)
denotes failure and (o) denotes censored.
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provides this information, and is appended to Xi as an indicator of whether a failure
or a censoring has occurred. The complete data, ignoring covariates for the moment
(see Section 8), may therefore be described by the pairs (X1,δ1),(X2,δ2),…, (Xn, δn).

From Figure 6.1 the data for subject 1 would consist of the pair (9,1) and for
subject 3, (10,0).

Now, certain types of censoring mechanisms are permissible. The strongest
assumption that can be made concerning the censoring mechanism is that the ran-
dom variables Ti and Ci are independent. That is, it is assumed that the failure
occurs independently of censoring. This is always the case if the potential censoring
time Ci is a constant, but more general situations might lead to independence between
T and C; subjects who are lost to follow-up for reasons unrelated to (potential)
failure of their hip prostheses fall into this category. This assumption, sometimes
called random censoring, allows us to use all the standard methods of survival analysis.

In order to understand the meaning of random censoring it is worthwhile to
consider an example in which this assumption would NOT hold. Suppose that hip
replacement patients were removed from the study when they began to experience
hip pain. Then, since it is possible that hip pain is a predictor of imminent prosthe-
sis failure, the time to failure and time to removal from the study (censoring) would
not be independent. By removing these subjects we bias the remaining survival times
towards larger values.

4. Notation and Terminology
It is assumed that the pairs, (Xi,δi), i = 1,2,…,n are independent random vari-

ables. This would not be the case, for example, if early failure of a hip prosthesis in
certain subjects led to late failure in other subjects. This might arise if some change
in patient management occurs as a result of the failures observed early on in the
study.

Interest in survival analysis, and in particular in much of surgery research, con-
centrates on inference about the probability distribution of the failure times Ti. This
distribution is specified through the survivor function, defined as:

That is, the survivor function at time t, specifies the probability that a subject will
“survive” for a time t or longer.

An alternative, mathematically equivalent way to specify the probability distri-
bution is through its hazard function, defined as:

where f(t) is the probability density function corresponding to S(t).
By elementary probability it is possible to show that λ(t)δt may be thought of as

corresponding roughly to the conditional probability that a subject will fail in the
next instant of length δt after t, given that failure has not occurred up to time t. This
is the sense in which λ(t) is a hazard.
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There are several reasons for introducing the hazard. The method of maximum
likelihood, which is the most widely used procedure by statisticians for devising
estimators, depends on what is known as the likelihood function. In survival analy-
sis the hazard is the basic building block used in constructing the likelihood func-
tion. Further, the hazard is closely related to the intensity function which is basic to
the modern approach to survival analysis, through counting processes. Also, as we
shall see in Section 8, the hazard function provides a very convenient means to
introduce covariates.

There are two main subdivisions of survival analysis: parametric and
nonparametric.

5. Nonparametric Methods
In this section we make no assumptions about the form of either the distribution

of the failure times, Ti, or of the censoring times Ci. For instance, we shall not
assume that the Ti’s follow a Weibull distribution or any other named distribution
such as the Normal, which depend on one or more parameters. Hence the terminol-
ogy “nonparametric”. Perhaps the terminology “distribution free” methods would
be more appropriate.

We have two main goals in this section:
1. Describe how to estimate the survivor function S(t), and
2. Describe how to compare two survivor functions, S1(t) and S2(t) when we

have observed data, some of which may be censored, of the type (Xi,δi),
from each of the two populations with these distributions.

We shall conclude this Chapter with the analysis of a data set, to illustrate the
methods of this and other sections of this Chapter.

The Kaplan-Meier (Product Limit) Estimator
Let us suppose that we observe n failure/censoring times, together with their

censoring indicators,

(X1,δ1), (X2, δ2), … ,(Xn,δn).

The Kaplan-Meier estimator may be constructed by first focussing on each
observed failure time and estimating the hazard at each of these failure times. These
estimated hazards are then combined in a natural way.

Let us assume that “true” failures have occurred at:

t1 < t2 < … < tk,

and suppose we examine what has happened just before a failure time t.
There will be, say rt subjects, at risk to fail at t. That is, there will be rt subjects

who have survived until time t. Prior to this instant some of the initial cohort (at
time t = 0) will have failed and some will have been censored; of the n with whom we
started, rt remain. Let dt denote the number who fail at time t.

The conditional probability of surviving beyond t, is estimated by the proportion of
subjects who survive beyond t,

  

r d
r

t t

t

−



127Survival Analysis

6

The next main idea is that to survive beyond u, you must survive up to u and
then not fail at u. The probability of this event, S(u), is by conditional probability,
equal to:

P(not failing at u given survival up to u) P(survival up to u).

In constructing an estimator of S(u) we start with u and proceed backwards in
small steps, at each step estimating the probability of surviving beyond that time
point given survival up to that time point.

As an estimate of S(u) we then end up with a product,

where tj is the largest observed failure less than u.

The estimator,     ̂S (u), as we have noted, had its beginnings as early as the 17th
century and had been used by actuaries long before 1955 when Kaplan and Meier
wrote their important paper in which they systematically explored the statistical
properties of     ̂S (u). For this reason     ̂S (u) is often termed the Kaplan-Meier estima-
tor though the terminology, product limit estimator, is also used.

There are several features of     ̂S (u):
1. The censoring times play a role in determining the values of rti, the num-

ber of subjects at risk just before time ti. In between two observed failure
times subjects may be censored thereby decreasing the values of rt. This is
why it is crucial to record both the failure and censoring times AS WELL
AS the indicators δi.

2.     ̂S (u) is a step function which is constant in between the observed failure
times. It jumps downwards at each failure time. (See the example at the
end of the Chapter).

3. It is clear that     ̂S (0) = 1 and that if the last observation is a failure,     ̂S (u)
will be zero for all u beyond this last observation. There is a slight difficulty,
though, if the last observation, c, say is censored, for then     ̂S (u) will have
taken its last jump downwards, at the largest observed failure time. This
jump, however, would not have carried     ̂S (u) to zero as there would still
remain subjects at risk. The problem is what to do with this “suspended”
    ̂S (u) beyond u. We would badly like to reflect our knowledge that S(u)
approaches 0 as u approaches +∞. One way to achieve this property for
    ̂S (u) is to simply define     ̂S (u) to be zero for all u greater than this last
observation, which is censored. This causes     ̂S (u) to have undesirable
statistical properties so that most statisticians prefer to simply leave     ̂S (u)
undefined for u larger than c. This solution is sensible as there is little that
can be said about survival beyond c. See Figure 6.2.

4. Having computed the estimated survival distribution using the Kaplan-
Meier estimator we would usually summarize the “center” of this distri-
bution by finding its mean and median. Both the estimated mean and
median survival time are easy to compute and are routinely provided as
part of the output of computer software packages. If the survival
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distribution is suspected to be highly asymmetric it is advisable to give
more credence to the estimated median failure time than to the estimated
mean failure time, as a measure of centrality.

5. Once     ̂S (u) has been computed, using a statistical software package, one
may estimate the probability of surviving beyond u for any time u. As is
usual, however, with the use of point estimators it is advisable to append
confidence intervals for the parameters being estimated. This can be
done for S(u) for any given value of u, and, of less use, for S(u) for all u
simultaneously. We ignore the latter consideration.

The Estimated Standard Deviation of     ̂S (u) and Confidence
Intervals for S(u)
Throughout we shall assume that u has been fixed. For example, we may wish to

estimate the standard deviation of the estimated probability that a hip prosthesis
will last more than 10 years. In short, we may want

These standard errors then allow us to find an approximate 100 (1-α)% confidence
interval for S(u). One such confidence interval is computed simply by defining:

where zα/2 is the upper α/2 point of the Standard Normal distribution.

Fig. 6.2. Kaplan-Meier estimator and its 95% two-sided confidence intervals of the
survival curve for patients from a lung cancer study.
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This confidence interval is symmetric about     ̂S (u), the Kaplan-Meier estimator at u.
It is clear that for u close to zero, L may be negative while for u close to 1, R may

be larger than 1. Since such values for L and R are meaningless it is usual to define
L=0 in the former situation and R=1 in the latter.

An alternative is to construct asymmetric confidence intervals whose end points
always lie between 0 and 1. Most software packages provide both symmetric and
asymmetric confidence intervals.

6. The Comparison of Two Survival Distributions
Often we carry out a study with the aim of comparing survival between two

groups. For instance, we may ask the question, “Is there a difference between the
time to failure for two different types of hip prostheses?”, or perhaps, more informa-
tively, “What is the magnitude of the difference of the survivor functions at one or
more preselected time points?”

For the testing problem, let S1(u), S2(u) be the survival functions of the two
populations that we wish to compare. Let λ1(u) and λ2(u) be their respective hazard
functions. Then the hypotheses that are often tested are:

H0 : S1(u) = S2(u) for all u
versus  Ha : S1(u) ≠ S2(u) for at least one u (3)

The hypotheses (3) are equivalent to:

H0 : λ1(u) = λ2(u) for all u
versus Ha : λ1(u) ≠ λ2(u) for at least one u.

The data which will have been collected are a sample of possibly censored failure
times from each of the two populations:

(X1,δ1), (X2,δ2), … ,( Xm,δm), and
(Y1, δ'1), (Y2, δ'2), … , (Yn, δ'n).

By far the most commonly used test of the hypotheses (3) is the log rank test or
modification of it called the weighted log rank test. The log rank test is also called
the Mantel-Haenszel test. The idea is quite simple: the log rank statistic, T, is of the
form:

where Oi= the number of observed failures in group 1, at the observed failure time ti,
Ei = the expected number of failures in group 1, at observed failure time ti. This
expected number of failures is computed under the hypothesis H0. That is, under
the assumption that the two survival distributions are the same it is possible to
calculate Ei, and also:

Var(Oi) = the variance of Oi.

The log rank statistic is therefore based on a comparison between the observed
versus the expected number of failures at each observed failure time. Algebraic
expressions for Ei and Var(Oi) are well known but we need not concern ourselves
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with them here. Suffice it to say that with the information available from our two
samples it is easy to compute:

Tobs = the observed value of the test statistic T.

This is done routinely in survival analysis software packages.
The test statistic, T has, for large sample sizes m and n, an approximate chi-

square distribution with 1 degree of freedom, under the null hypothesis. In short,
under H0, the p-value is defined as:

P = P(T > Tobs)

where T ~   χ1
2 .

Notes:
i. If it is suspected that the survivor functions, S1(t) and S2(t) cross, the log

rank test may have low power. See Figure 6.3. In such a situation even
though S1(t) and S2(t) are truly different, the logrank test will most likely
yield a nonsignificant p-value.
In the circumstances depicted in Figure 6.3, for some values of i,Oi -Ei

will be negative while for others Oi -Ei will be positive. In computing the
sum BEFORE we square it, these positive and negative values will tend to
roughly balance out, resulting in a small value of Tobs.
The logrank statistic is not of exactly the same form as the familiar chi-
square statistic:

In which the differences are squared before adding. There are statistics,
though, of this form that are less commonly used.

ii. If it is suspected that the two survival curves are not “parallel” and cross at
some point you may wish to use a weighted logrank test. The idea behind
weighted logrank tests is that higher weights, Wi, are assigned to those
time points which are of particular interest, either before or after the sur-
vival curves cross.
For example, we may be particularly interested in comparing the survivor
functions of two different hip prostheses for times beyond three years. It
could be that the survivor curves cross at around three years. See Figure 6.3.
Weights that increase as i increases would then be appropriate, as they
diminish the effect of the pre 3-year differences Oi-Ei, which are of opposite
sign to the post-3-year differences.
Two of these weighted logrank tests are the Gehan test and the Tarone-Ware
test.

iii. There are tests which allow for the simultaneous comparison of more
than two populations.

iv. The terminology logrank tests originates from a general class of statistical
procedures based on the ranks of observations rather than on the observa-
tions themselves. It is possible to show that the tests of the form discussed in
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the section fall into this general class, even though this is not obvious
from the form of T.

As was mentioned before, it may be more informative to compute confidence
intervals for differences S1(t)-S2(t) at preselected values of t. In testing, we assume
under the null hypothesis, that the survival experience for the two groups is identical
(hardly realistic). The confidence intervals allow us to assess the magnitudes of the
differences, which are always more clinically relevant than p-values (see Chapter 2),
though in analogy to multiple testing, the interpretation of multiple confidence
intervals requires some care and a statistician should be consulted.

7. Parametric Models
Sometimes, a researcher who is particularly familiar with the pattern of failures

in a certain situation, may wish to use a parametric model for the survivor function.
This means that, apart from some unknown parameters, an actual form is imposed
on the survivor function or its probability density or its hazard function. For example
you may assume that the time to failure of a certain hip prosthesis has a survivor
function that is of the form,

(6)

where λ and γ are unknown positive parameters to be estimated from the data.
This survivor function describes the Weibull distribution which is one of the most

important “named” distributions of survival analysis. Other well known distributions

Fig. 6.3. Crossing survival curves.
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in survival analysis are the lognormal distribution, the gamma distribution and the
logistic distribution.

The advantage of using a parametric model instead of a nonparametric model is
that if your data do in fact come from the parametric distribution that you specify,
your inference will be more precise. In the nonparametric setting, for each t, S(t) is
unknown and each value of S(t) can therefore be thought of as an unknown param-
eter. There will, in general, be infinitely S(t)’s (“parameters”) to be estimated. For a
parametric model, for example, the Weibull model defined by (6), once you have
estimated the two parameters lambda and gamma, you can estimate any value of
S(t) as:

where  ̂λ and  ̂γ are the estimated values of λ and γ.
The estimated survivor function,     ̂S (t), will be a smooth curve. (See the end-of-

Chapter example.) Confidence intervals about any value S(t0) will be narrower than
their nonparametric counterparts because of the smaller burden of having to estimate
fewer parameters.

The disadvantage is that you may not be at all certain which parametric model
to use. If you pick the wrong one, say a Weibull, but the data really have arisen from
another, say a lognormal, your inference could be seriously flawed. Think of a non-
parametric procedure as a Swiss army knife. If you go out into the woods, uncertain
what principal task you will encounter, a Swiss army knife (nonparametric proce-
dure) would be useful, as it is versatile. On the other hand, if you knew a priori, that
your main task would be to cut branches, you would take a saw (parametric proce-
dure) with you! Yet, if your task turned out to entail using a pair of scissors, a saw
would hardly be useful.

We do not describe parametric procedures in any detail in this Chapter, although
most software packages allow you to use any of a range of parametric models.

8. Covariates
It is quite possible that you want to examine the effect of one or more covariates

on survival or perhaps adjust for the effect of one or more covariates in a clinical
trial. For instance, the initial weight of a patient is likely to effect the length of time
a hip prosthesis will last. To assess this weight effect you would include weight into
your model as a covariate. The same general ideas for covariate specification prevail
in survival analysis as for say linear models, with one important difference, the use
of time dependent covariates.

In this Chapter we describe briefly the commonest way to build covariates into a
survival analysis model and introduce time dependent covariates.

We divide covariates into two main categories, although finer subdivisions are
possible.

Fixed Covariates
These are covariates whose values remain constant throughout the period of

study. For example, the covariate, gender, may influence survival time of a hip
prosthesis, in part because of its correlation with level and type of daily activity,
known to be correlated with time to failure of such prostheses.
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Time Dependent Covariates
There are covariates whose values change over time. The simplest types are those

whose values may be determined at any time in a study as soon as a value at any
other time has been specified. Age following surgery is not constant over time (we
wish it were!) but changes in a predictable fashion. Incorporating such covariates is
straightforward.

Covariates which change randomly as time progresses are harder to include in
models. Consider, once again, patients who undergo hip replacement, and whose
monthly weights are monitored, since it is believed that these weights influence the
time to failure of the prosthesis. The statistical analysis concentrates on the times at
which each prosthesis fails. At each such time point we must know not only the
weight of the subject whose prosthesis has failed but the weights, at that time, of all
those whose prostheses have not yet failed. Clearly, this is a tall order and we usually
have to compromise by choosing reasonable proxies for these weights. This particu-
lar example illustrates another subtlety. When carrying out a survival analysis with
time dependent covariates we are almost always required to summarize the history
of these covariates up to time t by a single value. This summarization must make
medical sense. The weight of the subject at the time of failure almost certainly does
not reflect the effect of that subject’s weight on his/her prosthesis since surgery. It is
likely, rather, that the changing weight pattern effects the time to failure of the
prosthesis. The researcher and statistician must replace this complete weight history
with, say, the average of the monthly weights up to that time or perhaps the maxi-
mum of the weights since surgery.

When time dependent covariates are called for it is definitely time to consult a
statistician for advice.

How Are Covariates Included?
We begin with the imprecise notion that one or more covariates may affect the

survival times under study. In order for this qualitative idea to be useful it must be
formulated so that we can say exactly how survival is affected by covariates. Three
possibilities immediately come to mind:

1. The failure times themselves are directly influenced by the covariates. One
common assumption is that the natural logarithm of the failure time, T,
log T, can be expressed in a familiar regression form:

log T = α + β x covariates + “random error”.

Here, though, the random errors are not Normally distributed. Put an-
other way, this model assumes that the effect of covariates on the failure
times (as opposed to the logarithms of the failure times) is to multiply
that is, to accelerate or decelerate the failure times. Hence, these models
are called accelerated failure time (AFT) models.

2. The covariates affect the failure times indirectly by being built into the
hazard function. As we shall see shortly, this can be done in an intuitively
reasonable manner and, at the same time a rich statistical methodology
has developed from such models.
It is interesting to note that for certain choices of the distribution of the
random error in (1) and the hazard function in (2) the direct and indirect
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approach are equivalent. In fact, some software packages present the out-
put for certain parametric models in AFT form, so that this should be
borne in mind when interpreting the parameters.

3. The covariates affect the failure times indirectly by being built into the
survivor function. It is difficult to do this in a way that leads to easy
interpretation of the covariate effects, unless one refers to the hazard func-
tion. The more natural starting points are, therefore, the approaches
described under (1) or (2).

The Cox Proportional Hazards Model
We sketch the main features of the approach (2), emphasizing a particularly

flexible and popular model due to Cox. The idea is simple. Let λ(t;z) be the hazard
of failure at time t, of an individual with an observed single covariate z. Let there be
some “baseline” hazard, λ0(t), common to all subjects in the study. In a proportional
hazards model we suppose that λ(t;z) can be expressed in the form:

λ(t;z) = λ0(t) x f (z),

where f (z) is some function of the covariate z.
That is, the hazard at time t, of a subject with covariate z, is proportional to the

baseline hazard λ0(t). The function of the covariate, f (z), is the constant of propor-
tionality as it does not depend on t.

Now we could specify a parametric form for λ0(t) (for example, a Weibull haz-
ard) or we could leave its form unspecified to allow greater flexibility. We shall take
the latter approach. Next, we can specify a form for f (z). That is we describe how we
think the covariate z enters the picture. The most commonly used form for f (z) is

f (z) = exp (β z).

Our model then becomes

λ(t;z) = λ0(t)exp(βz), (5)

and is known as Cox’s proportional hazards model. This is an example of a
semiparametric model as λ0(t) is not given a parametric form, while exp(βz) speci-
fies that the covariates enter in a linear fashion in the exponent, through βz, with
unknown parameter β.

Several features of the proportional hazards model are noteworthy.
1. There is no reason to restrict attention to one covariate at a time. If we are

interested in the simultaneous effect of the covariates z1, z2, … , zk, such
as weight, gender and type of prosthesis, then the model becomes:

λ(t; z) = λ0(t)exp(β1 z1 + β2 z2+ … + βk zk).

2. We are now ready to interpret the parameters βi. Imagine two subjects
whose covariates other than the ith, are identical. Suppose that their ith
covariates differ by one unit. Remembering that λ(t;z) represents the risk
(hazard) of failing at time t, eβi is then the relative risk of failure for these
two hypothetical subjects. It is in this sense that βi describes the effect of
covariate zi. In other words, βi describes the change in the log of the
relative risk per unit change in the covariate zi, keeping the other covariates
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fixed. The analogy with, and, at the same time, the difference between
the interpretation of a regression coefficient, βi, in a linear regression model
is obvious: there, βi is interpreted as the change in the expected value of
the dependent variable per unit change in the covariate zi, keeping all
other covariates fixed.

3. Because λ0(t) has no parametric form, its infinitely many possible values
are not easily dealt with by standard statistical procedures; our focus is on
the βs, the covariate effects and λ0(t) gets in the way. Cox cleverly devised
his “partial likelihood function” to overcome this difficulty, and, remark-
ably, many of the results of standard likelihood theory continue to hold
when partial likelihoods are used.

4. Although the main purpose of using Cox’s proportional hazards model is
to examine the effects of covariates on survival, it is possible to estimate
the survivor function at any time point for given covariate values. There-
fore, a future subject’s survival probabilities may be estimated once his/her
covariates become known. Alternatively, one may estimate the survivor
function at covariate values representative of some group, if such values
make sense.

5. The sequence of model choice, parameter estimation and inference, as
well as model fit assessment through residual examination, pertain in sur-
vival analysis as in a regression analysis. At the same time, the identical
warning flags fly, as a reminder about the pitfalls of the blind use of auto-
mated regression procedures such as forwards or backwards regression.
Only the researcher can decide which is the most appropriate subset of
variables to use in a model. The set of competing models should be small
and arrived at after careful consideration of the underlying science and
not through a succession of p-values.

9. An Example of a Survival Analysis
In this study we apply the methods that we have outlined in this Chapter. The

analyses presented have been done with a view to illustrating the various topics of
this Chapter.

We abstracted data from the records of patients with malignant brain tumors
who had undergone initial surgery at the Montreal Neurological Hospital, between
31 January, 1989 and 22 October, 1996. The general aim was to “say something”
about how long such patients survive, to compare the survival times of well defined
populations of patients with malignant brain tumors and to examine the effects of
several covariates on survival (Table 6.1).

Most studies would begin with a general goal, but before collecting the data the
aims should be sharply defined so that the data collected will, in the end, be useful.
Also, it is not correct statistical practice to search the data for hypotheses to test,
because they are suggested by the data. We were specifically interested in:

1. Patients who, at the time of initial surgery, were diagnosed as having
either Grade 3 or Grade 4 astrocytoma (that is anaplastic astrocytoma or
glioblastoma multiform, respectively);
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2. estimating the survival distribution of the (abstract) population of patients

who would have been treated at the Montreal Neurological Hospital during
the study period;

3. nonparametrically comparing the survival distributions of males and
females as well as patients with Grade 3 versus Grade 4 astrocytomas, and in

4. assessing the simultaneous effects of gender and tumor grade on survival.
With these modest goals in mind, we prepared a simple data abstraction form on

which were recorded
1. the date of birth,
2. the date of surgery,
3. the gender of the patient,
4. the grade of tumor at the surgery, and
5. the date of death or, if the patient was lost to follow-up or was alive at the

end of the study, the date last known to be alive.
Following the end of the accrual period 22 October, 1996, all patients included

at that time, were retrospectively followed until March 10, 1998, when the study
ended.

For the sake of simplicity other features of the data, which would certainly be
examined in a more complete analysis, have not been displayed.

There were two sources of censoring in this study:
1. patients were lost to follow-up and it is assumed that their loss to follow-

up was not related to their subsequent survival, and
2. patients still alive at the end of the study were considered censored at that

time. In the former case, clearly the censoring times are independent of
the survival times. In the latter case this is true as well, if we assume,
reasonably, that patients enter the study (have initial surgery) at times
independent of their disease severity. To understand this point, suppose
that patients with more severe disease tended to enter the study towards
the end of the accrual period. Then their censoring times (at the end of
the study) would be shorter and dependent on their shorter survival times.

One final point before the analysis. If the patients enter the study at times inde-
pendent of one another, again, a reasonable assumption, the between patient sur-
vival/censoring times are independent.

Table 6.1. The summary statistics of the data

Age at surgery
in weeks min: 878; max: 4026; median: 2708; mean: 2703

Number of females 34+ see note below

Number of males 27+ see note below

Number of Grade 3 18

Number of Grade 4 47

Total number
of patients 65 Note: for 4 patients gender was not abstracted
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Fig. 6.4. Kaplan-Meier estimator and its 95% two-sided confidence intervals of the
survival curve for astrocytoma patients.

Fig. 6.5. Kaplan-Meier estimators of the survival curve for astrocytoma patients by
gender.
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Fig. 6.6. Kaplan-Meier estimators of the survival curve for astrocytoma patients by
tumor type.

The Analysis
Kaplan-Meier survivor functions were computed for

1. all patients combined, see Fig. 6.4,
2. males and females separately, see Fig. 6.5,
3. Grade 3 and Grade 4 tumors separately, see Fig. 6.6, and
4. the four possible combinations of gender and tumor grade separately as it

was believed that there might be an interaction between tumor grade and
gender. This means that, although we would expect a difference in sur-
vival between patients with Grade 3 and Grade 4 tumors, it was also
supposed that this difference (that is, grade effect) would not be the same
for males and females. This hypothesis is suggested by Figure 6.8, in which
the “male survivor” curves are further apart than their female counter-
parts. In practice, any hypotheses should be determined independently of
the current data, so that Figure 6.8 should not be used as a justification
for including this particular interaction. We have done so for illustrative
purposes only. See Figure 6.7.

In Figure 6.4 the darker line is the estimated survival function. The outer lines
form the 95% confidence limits for the true survival distribution. Even allowing for
the “correct” interpretation of confidence intervals, the most we can say is that at
each time point u* on the horizontal (time) axis, the points above and below     ̂S (u*)
are 95% confidence limits for S(u*). The confidence statement does not apply si-
multaneously for all u. Table 6.2 provides the failure times (in weeks) following
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Fig. 6.7. Kaplan-Meier estimators of the survival curve for astrocytoma patients by
gender and tumor type combinations.

Fig. 6.8. Weibull curve overlaid with Kaplan-Meier curve.
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surgery, the size of the risk set at these times, an indictor of 1 (died) or 2 (censored),
the estimated survival probabilities at these times, the estimated standard deviations
of     ̂S (u) for each failure time u, and the upper and lower confidence limits.

Figure 6.5 seems to point to a possible difference in the survival of males and
females, with females having shorter survival.

Figure 6.6, not surprisingly, indicates that the outcome for those with Grade 4
tumors is worse than for those with Grade 3 tumors.

From both Figures 6.5 and 6.6 we see that the estimated survival curves are
roughly “parallel” to one another, which means that an unweighted logrank test is
appropriate to use in both instances.

From Figure 6.7 we see that the difference is survival between Grade 3 and Grade
4 tumors is larger for males than for females, indicating a possible interaction between
gender and grade of tumor.

Figure 6.8 displays the estimated survival distribution for all patients combined
using the Weibull model. In contrast with the nonparametric Kaplan-Meier estima-
tor, the curve is smooth and fits reasonably closely to the Kaplan-Meier estimator.

Unweighted logrank tests were carried out to test two sets of hypotheses:

where SM(u) and SF(u) are the male and female survivor functions respectively, and

Both tests were significant (p = 0.0347 and p = 0.00447 respectively), consistent
with our observations about the estimated survival distributions.

Although most standard survival analyses in which two strata are compared
nonparametrically, are based on a form of the logrank test, we feel that it is, perhaps,
more informative to present confidence intervals for the differences in survival at a
few preselected time points. We have no objection to the logrank test per se, only to
the principle of testing the point hypothesis that two survival distributions are iden-
tical, and reporting a p-value. Recall from Chapter 2 a p-value cannot be directly
interpreted as a measure of belief in this hypothesis. Instead, by deciding which
“milestones” in survival are important we may by computing confidence intervals,
obtain an idea of the magnitude of the differences as well as an indication if the
differences contain the point 0. If such a confidence interval includes 0, we would
suspect that there may be no difference in survival between the two groups at that
time point.

In Table 6.2 we therefore present 95% confidence intervals for the differences
SM(u)-SF(u), and S3(u)-S4(u) for u = 25, 50 and 150 weeks respectively. The results
are presented below.

It was decided a priori to compare two models using Cox’s proportional hazards
model.

Model 1 includes the covariates sex, grade of tumor and an interaction term
between these two covariates.
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Model 1:
λ(t) = λ0(t)exp(β1x1+ β2x2 + β3x1x2)

where
x1 = 0 if male

= 1 if female, and

x2 = 0 if Grade 3
= 1 if Grade 4

and the term “x1x2” models the interaction between the covariates gender and tumor
grade.

Model 2 excludes the interaction term.
Model 2:

λ(t) = λ0(t)exp(β1x1 + β2x2).

Likelihood ratio test =11.8 on 2 df, p=0.003.
From Table 6.3 it can be seen that the likelihood ratio test is highly significant.

This means that there was a significant difference between the estimated model with
just the baseline hazard and one including all three terms of Model 1. On the other
hand, only one of the estimated parameters (tumor grade), is significantly different
from zero. There is no real contradiction, as the likelihood ratio test compares the
effects of covariates taken as a group. The estimated parameters of Model 2 are,
therefore, difficult to interpret.

When the interaction term is omitted, the likelihood ratio test is still significant
and the estimated gender and tumor grade effects are now significant. It appears as
if both gender and grade of tumor are predictors of survival.

Closing Remark
The model fitting using Cox’s proportional hazards model could have been car-

ried out using a fully parametric model such as a Weibull model adapted to accom-
modate covariates. It is recommended that one begin with a simple nonparametric
approach, proceed to a parametric approach if covariates are to be accounted for and
assess the adequacy of this first “stab”. If this appears inadequate, proceed to Cox’s

Table 6.2 Confidence Intervals for SM(u)-SF(u) and S3(u)-S4(u)

u SM(u)-SF(u) Lower 95% Upper 95%
Confidence Limit Confidence Limit

25 0.082 0.044 0.120
50 0.220 0.170 0.270
150 0.162 0.127 0.197

u S3(u)-S4(u) Lower 95% Upper 95%
Confidence Limit Confidence Limit

25 0.085 0.046 0.124
50 0.297 0.247 0.347
150 0.252 0.194 0.310
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be appropriate.
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coef exp(coef) se(coef) z p
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interaction -.0367 0.693 0.688 -0.534 0.590
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coef exp(coef) se(coef) z p

gender 0.642 1.9 0.314 2.05 0.04
tumor 0.915 2.5 0.349 2.62 0.00
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A Brief Introduction to Meta-Analysis

Lawrence Joseph

1. Introduction—Why Consider Meta-Analysis?
According to Last’s A Dictionary of Epidemiology, meta-analysis is:

The process of using statistical methods to combine the results of different studies.
The systematic, organized and structured evaluation of a problem of interest,
using information from a number of independent studies of the problem.1

Thus meta-analysis is helpful in synthesizing the information about a particular
medical issue via statistical analysis, especially when more than one study has been
carried out that relates to the question of interest. Since one should ideally consider
all of the available information about any issue before making any clinical decisions,
and since meta-analysis is able to summarize information from several data sets, it
would seem that meta-analysis should be considered as a cornerstone of medical
research and medical decision making. In some ways this is true, but unfortunately,
the many problems that are associated with meta-analysis make its use controversial
at best, and a poorly conducted meta-analysis can produce results that are down-
right misleading. Nevertheless, the use of meta-analysis is on the rise, and a carefully
performed and reported meta-analysis can produce useful results. In addition, new
statistical methodologies are continually being developed, many of which address
specific problems that have been raised about meta-analysis.

In this Chapter, we will provide an overview of the various methods that have
been used in meta-analysis, including some of the most common statistical models
that have appeared in the literature. We will also discuss several of the problems and
biases that are difficult to avoid in carrying out a meta-analysis, and indicate how
they can be minimized. In particular, Section 2 discusses the specification of the
question that the meta-analysis will focus on, and the subsequent selection of stud-
ies whose data will be included in the analysis. Simple fixed effects statistical tech-
niques for carrying out a meta-analysis will be covered in Section 3, and more complex
random effects techniques will be discussed in Section 4. Throughout, we will apply
all of the techniques discussed in Sections 3 and 4 to a research question first consid-
ered by Pocock et al.2 These authors summarized the results from a collection of
studies comparing coronary angioplasty (PTCA) to bypass surgery (CABG) for
patients with severe angina. This example also provides us with an opportunity to
emphasize the care in which meta-analytic results must be interpreted, especially
when deciding upon the context to which the results can be applied. This example is
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summarized in Section 5, and Section 6 concludes with a summary and suggestions
for further reading.

As this Chapter presents a variety of statistical techniques for meta-analysis, a
solid grounding in the basics of statistical analysis is an essential prerequisite. There-
fore, we suggest reading through Chapter 2 before tackling the material in this
Chapter.

2. What Is the Question, and Which Studies Should Be
Included?
Two of the first steps in carrying out a meta-analysis are the specification of the

research question that is to be investigated, and the choice of which studies to include
from among all those which address the research question of interest. Neither of
these tasks are as straightforward as one might first assume. Below we discuss each of
these in turn.

2.1. Specifying the Research Question
In choosing a research topic, many factors must be considered in order to make

the question as precise as possible. For example, suppose one wishes to investigate
any outcome differences between PTCA and CABG in patients with severe angina.
First, the definition of “severe angina” must be made precise. As for outcomes, should
one consider cardiac deaths only or also include nonfatal myocardial infarction?
What about the rates of subsequent revascularizations? Including composite out-
comes, such as cardiac deaths or nonfatal myocardial infarction have the advantage
of providing more events, and hence often provide increased statistical accuracy in
estimating differences between treatments. This increase in statistical accuracy, how-
ever, comes at the steep price. If one finds a difference in a combined outcome, one
cannot be sure if both or only one of the outcome rates differ between treatments,
and this distinction may be important for clinical decision making. For example, a
cardiac death is a more serious outcome than a nonfatal myocardial infarction. If
cardiac deaths in fact occur at the same rate in both treatment groups but nonfatal
MI rates differ, this may be less serious than if cardiac death rates differ. Conversely,
if no differences are found between treatment arms for a combined outcome, one
cannot be sure whether differences in both outcomes, but in opposite directions,
have cancelled each other out. Therefore, if one will use a combined outcome, it is
important to also consider each outcome alone in separate sub-analyses.

In a related issue, should one compare the rates in the two groups in terms of the
difference in the absolute event rates, or use relative risks or odds ratios? Absolute
differences are often more clinically relevant, but if studies have different follow-up
times, or if case-control studies are included, for example, only relative risks or odds
ratios may be valid or easily available. What age range should be considered? This
may be important if the success rates or adverse event rates of the different proce-
dures can change with age. Complicating this issue further is that it is rare for two
studies to consider exactly the same age range, so clinical judgement is required to
decide if the age differences are such that combining results is reasonable. Other
patient characteristics such as aspects of their medical histories might be of impor-
tance, as they may also differ markedly from study to study. Thus there are issues of
both validity and generalizability that must be considered in narrowing down which
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populations to include. What about follow-up time? Should one consider events in
the next year? Two years? What if there are differences in the ways that the proce-
dures are performed from study to study? Does one need to specify the procedure,
or do all of them produce similar event rates, and so can be combined in a straight-
forward manner? In drug studies, one must consider the dosage or the range of
dosages that is acceptable.

In summary, in phrasing the research question, many issues about the proce-
dures and populations to which the procedures are applied need to be carefully
considered. Including too narrow a range of procedures or population characteris-
tics hampers generalizability, and may exclude many important studies. On the other
hand, inclusion criteria that are too wide may lead to the combining of studies with
heterogeneous effects, which may make the meta-analysis results more difficult to
interpret. A finding in one direction or another may not apply to all subgroups, and
conversely, an overall lack of a positive effect does not rule out that the intervention
may still be usefully applied to some subgroups. The difficulty is that the numbers
of patients in many or even all of the subgroups of interest will be small, precluding
accurate estimation of differences in outcomes within these subgroups. Careful
thought about these issues is therefore essential to a well planned meta-analysis.

2.2. Which Studies Should Be Included?
Once one specifies the research question, the next task is to find all studies that

are related to this question, and choose from among them those that will be included
in the meta-analysis. We next consider these two questions.

2.2.1. Finding all Potentially Relevant Studies
Most hunts for relevant studies will start with a formal keyword and topic search

in one or more databases of the medical literature. Of course, putting in a key word
like “myocardial infarction” will bring up literally thousands of articles, so that search
strategies usually need to be more refined. For example, one might begin with the
keywords of coronary angioplasty, coronary bypass surgery, and angina. If we were
considering only randomized clinical trials, we might add that term as an additional
keyword.

Once the relevant articles are gathered, the references from each of these articles
can be perused for any missing items of interest. For example, there may be review
articles or even previous meta-analyses. Other sources of information can include
government agencies, conference presentations, or conversations with experts in the
field, who, for example, may be aware of ongoing or unpublished studies. It is im-
portant to find all relevant unpublished studies in order to avoid publication bias.
This bias can occur if several studies of the issue of interest have been carried out,
but only those with “positive” findings are submitted or accepted for publication. As
a simple (and perhaps somewhat unrealistic) example, suppose that there are truly
no differences between the outcomes of patients with a certain medical condition
given two drugs. If 20 trials of these two drugs are carried out, by chance alone, we
would expect that one of these 20 trials would be “statistically significant” at the 5%
significance level (see Chapter 2). Surely it would give a completely false impression
if this “positive” trial were to be the only one published! While this example is some-
what exaggerated, there has certainly been a tendency for researchers to prefer
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submitting articles with “positive” findings, and a tendency for most medical jour-
nal editors to accept such articles in preference to “negative” studies. This so-called
“file drawer problem” is often raised as an objection to the validity of meta-analyses.

To summarize, the goal of the search for previous relevant research is not neces-
sarily to find all articles ever written on the topic of interest, but rather to find all
important sources of data that address the question of interest.

2.2.2. Which Studies to Include?
Once all potentially relevant articles have been gathered, the next task is to decide

which will be formally included in the meta-analysis. First of all, only studies with
original data (or corrections to these data!) which directly impact on the question of
interest need to be included. Should one only include randomized trials, or also
consider observational studies? Randomized trials may be freer from bias, but in
some cases, there may be no randomized trial data available. This could occur, for
example, when it is unethical to randomize patients, such as in a study of the effects
of smoking or exposure to second hand smoke. Because of the specialized protocols
and inclusion/exclusion criteria, randomized trials are often more difficult to gener-
alize to all potential patients. Even more difficult is to judge the quality of each
study from the article or other source where it is reported. Mixing poor studies with
better conducted studies can create biases and imprecisions that can serve to either
dilute or exaggerate the sizes of effects of interventions. We have already discussed
publication bias, which can increase the apparent effect of an intervention. Con-
versely, including a study where an intervention has not been correctly implemented
can dilute the true effect of the intervention when it is properly administered.

By looking closely at the features of each study, one can determine what sources
of potential biases may be present (see Chapter 1), and what degree of confidence
one can place in the results. In investigating bias, both internal bias (for example,
noncomparability between patients in the two treatment arms in a study) and exter-
nal bias (for example, strict inclusion/exclusion criteria that may limit generalizability)
are of importance. One also needs to consider the degree to which the study design
and main study questions of each article match those of the primary research ques-
tion. What impact, for example, is expected if a drug dosage is slightly different
from that which has become standard today? What if the patient population in the
study is more or less severely diseased than those to whom we wish to apply the
results of the meta-analysis? These are not easy questions to answer, especially if
there is a paucity of results that do exactly match the desired research question. The
question of whether a given study design is “close enough” to what would be consid-
ered ideal is central to the debate about the usefulness of meta-analysis. If small
deviations in protocols can potentially change the results in a clinically meaningful
way, one must proceed with a meta-analysis with great caution. This is an especially
difficult point, since the degrees to which results can be changed by differences in
designs are rarely clear.

Aside from the above concerns about bias, there are design specific issues that
affect study quality. One of the most obvious design issues is sample size. As dis-
cussed in Chapter 2, all other things being equal, larger studies provide more precise
estimates of effect sizes than smaller studies. Aside from size, many other design
features, including the choice of randomization technique, accuracy of measures
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and in determination of outcomes, blinding, and length of follow-up (see Chapter 4
for a discussion of the issues pertaining to clinical trials) can all have an impact.

There is a large literature on bias and quality of studies in meta-analysis. A full
discussion of this topic is beyond the scope of this Chapter. The interested reader is
referred to the books mentioned at the end of this Chapter and the references therein
for further details.

3. Fixed Effects Meta-Analytic Methods
Once one has specified the research question, found all relevant articles, judged

each article for quality, and made a decision about which articles to include in the
meta-analysis, the next step is to analyze the data. Recall that the major goal of this
analysis is to combine the results from the different studies so that overall conclu-
sions can be drawn. This section will consider simple methods of meta-analyses,
while the following section will consider more complex models.

Before discussing the analysis techniques, we will first present the data from the
previous meta-analysis concerning two different revascularization procedures for
patients with severe angina.2 Table 7.1 presents a summary of the results from this
article. These authors considered 8 randomized clinical trials comparing coronary
angioplasty (PTCA) with bypass surgery (CABG), including a total of 3371 patients
with an average follow-up time of 2.7 years. While here we will focus on the com-
bined outcome of cardiac death and nonfatal myocardial infarction, these authors
also looked at rates of other cardiac interventions following the initial treatment,
and the prevalence of angina in subsequent years. In addition, they performed sepa-
rate analyses for multivessel and single vessel disease patients. Of course, all of these
outcomes and patient groups should be considered when comparing the interven-
tions, although the data in Table 7.1 will suffice for our illustrative purposes.

Looking at the results in Table 7.1, several preliminary observations can be
immediately made:

1. There is a range of sample sizes among the 8 clinical trials, from relatively
small trials (127 subjects) to relatively large trials (1054 subjects). This
implies that the precision of the relative risk (RR) estimates also vary, as
reflected in the widely differing lengths of the confidence intervals.

2. The mean follow-up times vary greatly, from 1 to almost 5 years. Thus the
proportions of events in each trial can also expect to vary, as, all else being
equal, longer trials can be expected to have more events. Nevertheless, the
trial with the highest rates (up to 17% in the CABG group), King et al,5

is almost two years shorter than the longest trial, the RITA trial,4 which
has a much lower rate (about 6 or 7%). Thus follow-up time alone does
not fully explain the observed rate variations in the trials; one or more
factors such as different trial settings, populations, and variations in pro-
cedures, as well as random variation play a role in determining these rates.
One must return to the original individual study details and consider all
of these factors when drawing conclusions from this meta-analysis.

3. The point estimates of the relative risks vary from study to study, in both
magnitude and direction. Thus it is difficult to tell if the overall results
indicate a RR above or below 1. Furthermore, all confidence intervals
include the value of RR = 1.
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In carrying out a meta-analysis, as in all statistical analyses, various assumptions
must be made. One of the major assumptions in a meta-analysis concerns the
parameter of main interest, which in our example is the relative risk. If we believe
that the relative risks from all studies are in fact the same, then a simpler meta-
analysis technique can be used compared to if we believe that the relative risks vary
from study to study. Note that it is the true (unobserved) value for the RR, not the
calculated point estimates, that must be the same. Thus one cannot necessarily decide
that the parameters differ between studies from looking at the point estimates alone,
since the observed values are subject to random fluctuations about their true values.
No two study settings are ever exactly the same, because populations, inclusion and
exclusion criteria, specifics of the interventions, and so on, always differ from study
to study. Therefore, assuming that the relative risks from two or more studies are
exactly the same seems unreasonable. Nevertheless, if they can be expected to be
very close, either because the study settings did not differ greatly across studies or
because one expects the effects not to greatly depend on situation specific variables,
then this “fixed effects” model may be a reasonable approximation to reality. In most
other cases, where effects can be expected to differ at least a bit from study to study,
a so-called “random effects” model is preferable, since such a model explicitly ac-
counts for between study differences. These more complex models will be discussed
in Section 4, while this section discusses three different fixed effects models. From a
frequentist viewpoint, we will discuss the pooled and the variance weighted fixed
effect approaches. We will also look at a fixed effects Bayesian approach. See Chap-
ter 2 for a discussion of the philosophical and practical differences between the
frequentist and Bayesian approaches to statistical analyses.

3.1. Meta-Analysis Using a Pooled Data Approach
The pooled data approach is the most simple (some might say simplistic!) of all

meta-analytic approaches. To apply this method one acts as if all of the data comes
from a single large experiment, and analyses the data using the appropriate “single
study” technique. In the meta-analyses of Pocock et al,2 one can form a numerator
by summing the numbers of events across each study in each of the PTCA and
CABG treatment arms, and similarly sum across studies to obtain the total numbers
of patients in each study arm. From Table 7.1, these totals would be 127 cardiac
death or nonfatal MI events in 1661 patients in the CABG group, and 136 events in
1710 patients in the PTCA group. We can then calculate a relative risk and corre-
sponding confidence interval using the methods for single studies, as described in
Chapter 2, Section 5. Thus the estimated pooled relative risk would be:

with a confidence interval of (0.83, 1.32).
Pooled meta-analytic estimates can similarly be calculated for other measures,

such as risk differences or mean differences. Use of this method implies that the
rates (or means) are the same within each treatment arm of each study. Clearly this
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is not a reasonable assumption here, since even if the rates would theoretically be the
same, the length of follow-up of each study varied, so that the reported rates cannot
possibly be the same. Therefore, this method is inappropriate for this study, and
should at least be seriously questioned in most other situations.

3.2. Meta-Analysis Using a Variance Weighted Approach
All meta-analysis techniques are, at least in a loose sense, a weighted average of

the results from the individual studies. The pooled analysis of the previous section,
for example, can be considered to be a weighted average where the weights are ob-
tained directly from the sample sizes from each study. If all studies provided equally
reliable estimates and all were equally free from bias, then a simple mean (or aver-
age) of the results would seem to be appropriate as an overall estimate of the effect of
the intervention on the outcome of interest. It is usually the case, however, that
some studies provide more reliable estimates than others. This can happen, for ex-
ample, if some studies have larger sample sizes than others, and thus provide esti-
mates with smaller standard errors (again, see Chapter 2 for definitions of these
basic statistical terms). Here a simple average is sub-optimal as an overall estimate of
the effect, since we would somehow like those studies with more precise estimates to
“count” for more than those providing less precise estimates. In other words, a
weighted average giving more weight to more precise studies would be preferred to
a simple average. As the name implies, in a variance weighted approach, the weights
we use in the weighted average are related to the variance of the estimates from each
particular study. The smaller the variance, the more precise an estimate one obtains
from an individual study, so the more weight it should receive in calculating the
overall estimate of the effect of interest.

If we let the weight wi = 
    

1
vari

 be the reciprocal of the variance from study i (so
small variances imply large weight, and vice versa), then the variance weighted meta-
analytic estimate,    ̂E of the overall effect E of interest is given by:

(1)

Here k is the total number of studies included in the meta-analysis, and study i has
estimated effect     ̂E i.

Note that E can be any effect of interest, such as a relative risk, an odds ratio, a
between treatment difference in means or in rates, and so on. In our case we are
looking at the relative risk, so that outcome E is the RR, and the weights are related
to the estimated variance of the RR (see Chapter 2, Section 5). Formulae for the
variance of the overall estimate (    ̂E ) are also available, see, for example, Chapter 19
of Cooper and Hedges.3

Applying equation (1) to the data from Table 7.1 gives the results in the second
line of Table 7.2. The variance weighted point estimate of the relative risk is 0.88.
This means that there is a 12% decrease in the rate of cardiac death or nonfatal
myocardial infarction following CABG versus PTCA, but note that the 95%
confidence interval (0.42, 1.34) includes the null value of 1, and does not rule out
an effect in the direction opposite to the point estimate. Since a risk reduction of
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58% (corresponding to the lower limit of the confidence interval of 0.42) would
presumably be of great clinical interest if it were the true value, one concludes that
this analysis is inconclusive (see Figure 2.8 of Chapter 2), since the null value is
included in the confidence interval, but a clinically important effect cannot be ruled
out.

Like the pooled method, implicit in variance weighting is the assumption that
the effects are identical across studies, so that there are no internal or external biases
in any of the studies that might make their effects different. In other words, in
variance weighting, one still retains the usual fixed effects assumption of equal rela-
tive risks across studies, an assumption that may or may not be reasonable. While in
theory one can devise a test for homogeneity of relative risks across studies, these
tests are subject to all of the problems associated with p-values (see Section 4 of
Chapter 2), especially low power. Thus these tests should be used with great cau-
tion, or avoided completely. Unlike the pooled method, however, in variance weight-
ing one does not need to assume that the rates themselves are identical across studies.
Assuming that the rate of events remains stable over time, longer studies will on
average have more events. Since this increase in numbers of events applies to both
the PTCA and CABG groups, however, the relative risk should not be affected, and
so RR’s from studies with different follow-up times can still be combined. Note that
the weaker assumptions of the variance weighted method compared to the pooled
method results in a wider confidence interval for the variance weighted method.
This is a common phenomenon in statistics, where the relaxing of assumptions
leads to less certainty in the estimated results. Of course, if the assumption does not
hold in the first place (as is certainly the case in the pooled analyses in our example),
the entire analyses that depends on that assumption is not valid.

3.3. Meta-Analysis Using a Fixed Effects Bayesian Approach
Recall from Chapter 2 that in a Bayesian approach, one combines prior informa-

tion (in the prior distribution) with the information in the data (through the likeli-
hood function) to derive the posterior distribution. The posterior distribution
summarizes all of the information that was known about the effect of interest a
priori together with the additional information contained in the data being ana-
lyzed.

A very simple Bayesian model can be formed by following the idea from the
pooled analysis discussed above. In each treatment arm, the total numbers of events
can be considered to follow independent binomial distributions. If the prior infor-
mation about each event rate can be summarized in by beta densities, the posterior
distributions also follow a beta densities (see Chapter 2, Section 9.1). Roughly speak-
ing, the ratio of these two beta densities provides the posterior distribution for the
relative risk, from which a 95% credible interval can be formed. In our example
from Table 7.1, the binomial likelihood functions would be:

θ1
136(1-θ1)(1710-136)

and
θ2

127(1-θ2)(1661-127)

where θ1 and θ2 are the event rates in the PTCA and CABG groups, respectively. If
a diffuse or noninformative beta(0.5, 0.5) prior density is used for each group, the
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posterior densities are the same as the likelihood functions above, except that 0.5 is
added to each exponent (four times). Thus the posterior density for θ1 is a beta(137.5,
1575.5) density, and the posterior density for θ2 is a beta(128.5, 1535.5) density.
These densities are depicted in Figure 7.1, where one can see that the two event rates
are very similar, and both are almost surely between 6% and 10%.

Technically, using Bayes Theorem to derive the posterior distribution for the RR
involves methods from calculus, including a change of variable transformation and
integration, so the details will be omitted here. A simple way to conceptualize the
analysis is to imagine that first a large random sample is taken from each of the two
beta densities, representing the rates from each treatment arm, and a new random
sample is created from these by forming the ratios of the randomly selected rates in
the two groups. This random sample can be considered as having arisen from the
posterior distribution of the relative risk, so that a histogram of the variables gener-
ated in this way approximates the posterior density curve. Either way, the results
should be very similar to those presented in Table 7.2 for the fixed effects Bayesian
approach, with a point estimate for the relative risk of 1.04 and a 95% credible
interval of (0.83, 1.31). Note that this interval is very similar the previous pooled
estimate. Figure 7.2 displays the posterior density for the RR. One of the advantages
of the Bayesian approach is the ability to directly calculate and report probabilities
relating to the RR. For example, if the region of clinical equivalence is determined
to be (0.9, 1.1), representing a 10% difference in rates in either direction, then the
area under the curve (Figure 7.2) between these two points provides the probability
of clinical equivalence of these two treatments. Here we find that Pr{0.9 < RR < 1.1}
= 0.57. Therefore, we are 57% certain that these two treatments are clinically
equivalent.

Of course, this very simple Bayesian model suffers from the same drawbacks as
the frequentist pooled estimate discussed above, and thus cannot be realistically
applied to our cardiology example. Nevertheless, the Bayesian approach does retain
all of its usual advantages, including the possibility of formally including prior
information into the analysis, including a range of prior distributions (see Chap-
ter 2, Section 9), and ease of interpretation of credible intervals compared to confi-
dence intervals. In addition, the Bayesian approach offers a way of evaluating the
possible effects of publication bias as a partial solution to the “file drawer problem”.
After having analyzed the data with a “flat” prior distribution, to see the informa-
tion that the data themselves provide, one can ask the following question: How
strong would my prior distribution need to be in order to change the conclusions
that I have formed from this meta-analysis? For example, if we add a study with 200
subjects and with an observed relative risk of 2 in favor of PTCA, say, does this
change our conclusions? Such a study might have an event rate of 10% in the PTCA
group, and a 20% rate in the CABG group. In other words, if there were an unpub-
lished or undiscovered study with 20 events in 100 patients in the CABG group and
10 events in 100 patients in the PTCA group, would this be enough to change our
main conclusions from the meta-analysis? Redoing the analysis with this added study
as our “prior information” (thus using prior densities of beta(20, 80) and beta(10,
90) for the CABG and PTCA groups, respectively) finds the results moved to
RR = 0.97 (95% CI (0.78, 1.21) ), which is not a large change from the previous
estimate. However, if it is possible that a similar “undiscovered” study could have
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Fig. 7.1. Posterior densities for the rate of the combined endpoint of cardiac death
and nonfatal myocardial infarction for the CABG and PTCA groups, for all data
combined via a fixed effects effects Bayesian model.

Fig. 7.2. Posterior density for the relative risk of PTCA versus CABG for the com-
bined endpoint of cardiac death and nonfatal myocardial infarction for the CABG
and PTCA groups, for all data combined via a simple Bayesian model.



153A Brief Introduction to Meta-Analysis

7

had a size of 1000 rather than 200, we find RR = 0.71 (95% CI (0.60, 0.83) ),
which would be a strong result in favor of PTCA. Therefore, by this “backwards
Bayes” technique (so-called because the prior distribution is not formed before, but
rather after the data are collected), we can claim robustness to small undiscovered
studies, but not to large ones. If it is considered very unlikely that such large studies
would go unreported, then this analysis could show that our results are “robust” to
publication bias or the file drawer problem.

4. Random Effects Meta-Analysis Models
As discussed in the previous section, fixed effects models are, at best, very rough

approximations to reality. Again, this is because we rarely expect two studies to have
exactly the same true effect. Variations in population characteristics, interventions
applied, study protocols, and other factors mean that the effects being estimated in
each study usually vary from study to study. Random effects models are specifically
designed to accommodate variations in effects between studies. The basic idea is to
include two variance terms in the model. The first variance term represents the usual
random variability about the observed results within each study. The second vari-
ance term represents the between study variations in true effect rates (or other out-
come). By considering both of these terms, one models both within and between
study sources of variation. In this section we will examine two random effects mod-
els, one from each of the Bayesian and frequentist schools. As our goal is to present
the basic ideas behind random effects models, technical details are left to a minimum.

4.1. Bayesian Hierarchical Random Effects Models
First consider a single study, for example the CABRI trial, whose data are given

in Table 7.1. Within this single trial, we can apply simple methods to estimate the
RR from this study alone. From the Bayesian viewpoint, this means we can start
with two beta prior densities on the binomial probabilities for the event rates in the
CABG and PTCA groups. Adding in the information provided by the data from
this trial and using the methods briefly hinted at in Section 3.3, a posterior distribu-
tion for the RR for this study can be derived. Similarly, we can create posterior
densities for each of the RR’s from each of the eight studies considered by Pocock et
al2 listed in Table 7.1. Thus we consider the set of relative risks from each study,
which we can label as RR1, RR2, …, RR8.

Now, suppose that, for the various reasons mentioned above, these RR’s are not
all identical to each other, but rather are distributed according to:

RRi ~ N(µ, σ2), i = 1,2, …,8. (2)

Thus we assume that the relative risks from the 8 studies follow a normal distri-
bution. The parameter µ represents the overall mean value, or the true average effect
among all the effects in such studies. The variance parameter, σ2 represents the
study to study variability in RR’s, due to the various settings of each study. Now, if
σ2 = 0, then all RRi’s are assumed to have the same true value, given by µ, and we are
back to a fixed effects model. Thus we can see that a fixed effects model is really just
a special case of the random effects model, when σ2 = 0. If σ2 is greater than 0,
however, the studies do vary in their true effects, and a hierarchical random effects
model is indicated.
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Hierarchical models such as these are often called two stage models. At the first
stage, the relative risks (or other outcome of interest) have variabilities that are largely
determined by the study specific data, while at the second stage these study specific
parameters themselves follow a distribution that applies between studies. Thus equa-
tion (2) represents the second stage of this hierarchical model. Hierarchical models
allow for the “borrowing of strength” between studies, in the following sense. Stud-
ies with large sample sizes tend to have more stable estimates compared to studies
with smaller sizes. Because equation (2) acts as a sort of “meta-prior” over the collec-
tion of relative risks among the studies, µ will depend more on, and tend to be closer
to, the relative risks from the larger studies. Thus small studies will tend to have
posterior estimates for their relative risks that are slightly “pulled towards” the over-
all estimate µ. This is similar to the effect of the prior density when the data set is
small in Chapter 2, Section 9.2.

In a hierarchical analysis, one can present two different types of results. First, one
can present the posterior distribution for the overall mean, µ. This posterior distri-
bution is interpreted as describing the uncertainty in the overall mean effect among
the studies. Looking at Table 7.2, we see that the overall estimate of the mean RR for
the 8 studies from Table 7.1 is 1.05, with a 95% credible interval of (0.74, 1.44).
Notice that this is slightly wider than the previous confidence interval from the
simple Bayesian estimate, because we no longer assume that the RR is constant
across all studies, as in the simple Bayesian pooled approach (in fact, that approach
went further, and assumed that the event rates in each trials arm were identical
across all studies). Considering the entire distribution N(µ,σ2) allows one to include
the study to study variability due to the different settings. Thus we are able to derive
the posterior density for the “next similar study” that might be performed, assuming

Table 7.1. Summary of the results of the 8 trials of PTCA versus CABG as given
by Pocock et al.2 Data from Pocock et al.

Trial Patients Deaths or Mean RR (95%
MI (%) follow- CI)

CABG PTCA CABG PTCA up

CABRI Trial3 513 541 29 (5.7) 43 (7.9) 1.0 1.44 (0.89,
2.22)

RITA Trial4 501 510 31 (6.2) 34 (6.7) 4.7 1.11 (0.67,
1.73)

King et al5 194 198 33 (17.0) 24 (12.1) 3.0 0.74 (0.44,
1.16)

Hamm et al6 177 182 18 (10.2) 10 (5.5) 1.0 0.58 (0.26,
1.14)

Puel et al7 76 76 6 (7.9) 6 (7.9) 2.8 1.17 (0.34,
2.96)

Hueb et al8 70 72 1 (1.4) 5 (6.9) 3.2 8.16 (0.60,
36.89)

Goy et al9 66 68 2 (3.0) 6 (8.8) 3.2 3.95 (0.61,
13.63)

Rodriguez et al10 64 63 7 (10.9) 8 (12.7) 3.8 1.31 (0.45,
3.01)
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that the true parameter value is a random draw from the normal distribution pre-
sented in equation (2). Here we try to capture what might occur in a randomly
selected clinical setting that is subject to similar sources of variation in effects as
those studies included in the meta-analysis. Assuming that the study settings included
in the meta-analysis represent a reasonable range of all possible settings, this repre-
sents a more realistic assessment of what would happen in real clinical practice.
Again referring to Table 7.2, the estimate of 1.09 (95% CI 0.55, 1.97) for the “next
study” using a Bayesian hierarchical approach is even wider than that for the mean
effect. This result recognizes that not all study settings would have relative risks near
the overall mean µ. The difference between the results for the mean effect versus the
results for the “next study” are analogous to the difference between reporting a stan-
dard error or a standard deviation for a mean (see Chapter 2).

Figure 7.3 presents the posterior densities for the three Bayesian approaches. As
can be expected, the fixed effects Bayesian estimate provides the narrowest posterior
density, although it is almost surely making unrealistic assumptions. The posterior
distribution for the mean effect shows that we are quite certain that the overall mean
effect is between about 0.7 and 1.5, but the final density shows that we have not
ruled out substantial variation in relative risks from setting to setting.

More sophisticated Bayesian models may try to explain these differences by form-
ing another level in the hierarchy where the mean µ is not considered as fixed, but
may vary in a regression model depending on study specific covariates. See Brophy
and Joseph4 for an example of such a hierarchical model. It is important to empha-
size that random effects models are appropriate when the sources of variations in the
effects from study to study are unknown or uncertain. If the variations arise from
well identified sources (for example, studies with different drug dosages that pro-
duce dose-effects responses), then these sources should be identified and incorpo-
rated into a more complex model, rather than considered as random effects.

Finally, as always in a Bayesian approach, prior densities are needed for the
parameters µ and σ. If there is substantial prior information and the studies are
either few in number or small in size, then prior information can be very useful,
especially if care is taken in their elicitation and the results are presented across a

Table 7.2. Meta-analysis Results. Summary of the results of the meta-analysis of
the data from in Table 7.1, as given by five different meta-analytic techniques.
Descriptions of each technique are as given in the text. NA indicates non-
applicable, as only random effects models have results for the “next study”.

Method Results for the mean effect Results for the “next study”
RR 95% CI RR 95% CI

Pooled 1.04 (0.83, 1.32) NA NA
Variance weighted 0.88 (0.42, 1.34) NA NA
Mantel Haenszel 1.05 (0.62, 1.77) NA NA
Simple Bayesian 1.03 (0.81, 1.30) NA NA
Hierarchical Bayesian 1.05 (0.74, 1.44) 1.09 (0.55, 1.97)
Dersimonian and Laird 1.02 (0.74, 1.41) 1.02 (0.56, 1.88)
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reasonable range of prior densities. Most meta-analyses use “noninformative” priors,
however, so that subjective input is kept to a bare minimum.

4.2. The Random Effects Method of DerSimonian and Laird
Dersimonian and Laird5 presented a frequentist method for random effects in

meta-analysis. Similar to the Bayesian approach, the basic idea is to hypothesize
both within and between study variances, such that

total variance = within study variance + between study variance. (3)
One then estimates the overall effect and the two variances on the right hand

side of equation (3). We omit the lengthy details of the estimation procedure here,
see Dersimonian and Laird5 for the full details.

In practice, the frequentist random effect model often provides similar infer-
ences to those from the hierarchical Bayesian approach, as can be seen from Table 7.2,
where the estimated RR’s and the 95% CI’s are very similar between these two
methods.

Random effects models, both frequentist and Bayesian, can be criticized for
making unverifiable assumptions. It is typically assumed that the between study
effects follow a normal distribution. Unless there is a large number of studies, the
distribution of study effects is difficult to verify. While one can conceptualize using
hierarchical distributions other than the Normal, this is rarely done in practice, and
any choice would still suffer from the same difficulties of model verification. Fur-
thermore, when making inferences about the “next study” setting, one assumes that

Fig. 7.3. Posterior density for the relative risk of PTCA versus CABG for the com-
bined endpoint of cardiac death and nonfatal myocardial infarction for the CABG
and PTCA groups, for all data combined from two different Bayesian models.
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the “next study” is similar to those included in the meta-analysis, which may also be
either unverifiable or even unlikely, depending on the particular circumstances. Thus
while random effects models are often more plausible than fixed effects models, they
too suffer from great uncertainty about their applicability to many situations.

5. Summary of the Application
Considering the totality of the results presented in Table 7.2, one finds at least

slightly different inferences from the different methods, even within classes of fixed
and random effects models. Furthermore, Pocock et al2 used a fixed effects model on
the logarithm of the relative risk, finding estimating RR = 1.10, with 95% CI =
(0.89, 1.37), which is again slightly different from any result in Table 7.2. Because
they are formed from the ratios of two probabilities, the logarithms of the relative
risks may be closer to normality than the relative risks themselves. Looking at the
death rate alone, Pocock et al2 report a similar result as for the combined endpoint,
with RR = 1.08 and 95% CI = (0.79, 1.50). They further reported potentially im-
portant differences in the rates of revascularization and relief of angina. Thus a fur-
ther difficulty with meta-analysis is that the results can depend on the specific method
used to combine the data, and, of course, on the choice of endpoint.

Nevertheless, all six methods agree that the null value of RR = 1 cannot be ruled
out. Furthermore, the random effects models agree that effects of up to almost 2-fold
differences in event rates in either direction cannot be ruled out, at least in some
settings. Thus, while no strong evidence is found for differences in the rates of car-
diac deaths or nonfatal myocardial infarction, the data also do not support a strong
conclusion of no difference in event rates either. Despite combining data on a total
of over 3,000 patients, this meta-analysis must be considered as inconclusive, and
further evidence should be gathered. Both between study and within study variabil-
ity contributes to our uncertainty. Pocock et al2 discuss many other limitations to
their study.

6. Conclusion
All meta-analyses require a variety of expertises, which must be assembled before

embarking on the analysis. Clinicians very familiar with the substantive area are
clearly important, but so are epidemiologists who must carefully consider each study
for possible biases, design flaws and other differences that may create special prob-
lems for combining study results. Statisticians should be available to provide advice
on selection of the appropriate techniques to use, how to adjust for biases, if neces-
sary, and so on.

This Chapter has presented the basic issues and simple analytic techniques behind
meta-analysis. Clearly meta-analysis is a complex topic, both clinically and method-
ologically, and this Chapter should be considered as only a very brief introduction.
Several textbooks on meta-analysis have been written which should be consulted for
other methods of meta-analysis and for further details about issues related to per-
forming and interpreting meta-analyses. Hedges and Olkin6 is a classic text on the
subject, although many new analytic techniques have appeared since its’ publica-
tion. Eddy et al7 take a Bayesian approach to meta-analysis, and include discussions
of bias adjustments, combining randomized with nonrandomized studies, adjusting
for differing lengths of follow-up, and other more complex topics. Cooper and
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Hedges3 is a comprehensive modern textbook on the subject that includes not only
the relevant statistical techniques, but also extensive Chapters on selecting research
questions, searching the literature, judging the quality of the research, and reporting
the results of meta-analyses. The recent book edited by Berry and Stangl8 contains
many examples of complex meta-analyses, and discusses the bridge between meta-
analyses and health policy decisions. A variety of software packages for meta-analy-
sis are also available, such as the FastPro software of Eddy et al.7 Some standard
statistical packages also include meta-analytic techniques.

Some authors9,10 have raised the question of whether meta-analysis has anything
to offer over and above what can be concluded from a nonquantitative critical review
of the literature. Clearly meta-analysis would have something important to offer IF
all of the assumptions of either a fixed or a random effects model were perfectly
correct, so that the answer to this question hinges on whether these assumptions are
reasonable or not, and if not, on the robustness of the conclusions to deviations
from the assumptions. The fact that these assumptions can be very difficult or even
impossible to verify in most cases is at the root of the controversy that surrounds the
usefulness of meta-analysis. Does meta-analysis provide the best possible summary
of the available evidence, or does it provide an overly simplistic estimate of the
uncertainty surrounding a given medical question, therefore providing a false sense
of security? The jury is still out, but the answer probably lies somewhere in between
these extremes for most problems.
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An Introduction to Decision Analysis

Alan Barkun, Neena Abraham and Lawrence Joseph

Clinical Judgement and the Science of Decision Making
Most physicians make dozens of decisions every day. Each decision has the

potential to impact on that physician’s subsequent decisions, influence other deci-
sions made by the members of the health care provider team and ultimately, affect
patients. What shapes the medical decision-making process? The strategy most often
employed by practitioners is a vaguely defined distillation of existing knowledge,
clinical teaching, previous experience, instinctive choices and educated guessing.
Each of these sources of information may play some role in the clinician’s thought
process, eventually leading to a decision or a specific course of action. Thus, the
decision making process commonly used to guide clinical care is mostly ad hoc and
informal.1 For simple problems, or when all of the alternatives will lead to similar
outcomes, this approach may be sufficient. However, the human ability to think in
many dimensions simultaneously is limited, so the potential for poor decisions in
complex problems is not negligible.

Faced sometimes with a plethora and at other times a paucity of evidence, and
with a myriad of clinical consequences to consider, generating a sound evidence-
based decision can be overwhelming for the clinician. In this Chapter we discuss a
formal systematic approach by which one can evaluate many clinical questions. This
approach is referred to as decision analysis.

In the upcoming sections of this Chapter we describe and discuss the basic pro-
cedures involved in a decision analysis, including decision tree construction, elicita-
tion of probabilities for events in the tree, utility scores for clinical outcomes,
cost-effectiveness data and sensitivity analysis to all of these inputs. Throughout, we
illustrate the basic steps involved in a decision analysis via an example relating to
decisions in the management of patients with symptomatic cholelithiasis and sus-
pected common bile duct (CBD) stones. This example is simplified in order to not
lose the reader in the details of the many branches (sometimes thousands of branches
are included in a decision tree) that would be needed to fully model the clinical
situation realistically. Nevertheless, all important concepts and steps involved in a
decision analysis are included in this example, so that more complicated clinical
decisions can be analyzed by applying the same steps to trees with more branches.
Once the basic concepts are understood and the decision tree and other inputs given,
this becomes a bookkeeping exercise that computer programs such as DATA (TreeAge
Software Inc., Boston MA) or SMLTREE (J. P. Hollenberg, Roslyn, NY) can do
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automatically. Therefore, after reading this Chapter, you should be able to under-
stand how to create and interpret not only simple decision problems, but also more
complex trees that rely on the same principles.

Introduction to the Basic Principles of Decision Making
Decision analysis can be defined as a systematic approach to decision making

under conditions of uncertainty.1 The aim of this Chapter is to provide the clinician
with basic insight into the creation of a decision model so as to interpret more easily
decision analyses published in the literature or to begin to undertake such analyses
with the help of methodologists.

It is important to note at the outset that the validity of a decision analysis is
dependent on the accuracy of the probability estimates and the clinical relevance of
assumptions utilized in constructing the decision model. These in turn are depen-
dent on available literature and/or the opinions of an expert panel.

The implementation of a decision analysis can be sub-divided into six steps2 as
shown in Figure 8.1.

Traditionally, a clinical approach is defined by a specific set of tests and proce-
dures used in carrying out diagnosis and treatment of patients. Each approach is
visually represented by part of a decision tree, which is read from left to right, start-
ing at a decision node. A decision node is a bifurcation point which represents the
original clinical decision or health state being considered and from which all subse-
quent management alternatives follow. From this node, smaller branches emanate
denoting chance events, further decisions, and end-of-branch (terminal) nodes with
utilities representing the value or desirability of the experience of a patient who
undergoes the events leading to that node. Notationally, squares usually represent
decision nodes, and circles represent chance occurrences to which probability
assumptions may be attributed. The complexity of the model adopted varies from
simple decision paths to more complicated management schemes that attempt to
emulate all aspects of clinical decision making.

According to Figure 8.1, the first step is to map all the pertinent courses of
action as they apply to the treatment decisions being compared, and determine their
clinical consequences. Figure 8.2 provides a simple example. In the present case, a
surgeon is planning to carry out a laparoscopic cholecystectomy on a patient with
symptomatic cholelithiasis. The patient displays no history of jaundice, cholangitis
or pancreatitis, and has normal liver and pancreatic tests. Furthermore, an abdominal
ultrasound demonstrates no biliary anomaly except for the presence of gallbladder
stones. Thus the patient is, by all standards, at low risk for carrying a CBD stone.
The surgeon is considering whether to perform an intraoperative cholangiogram at
the time of laparoscopic cholecystectomy or not, i.e., in this case, whether to adopt
a policy of routine versus selective cholangiography. This decision is represented by
the initial decision node, at the left of the decision tree. For purposes of demonstra-
tion, the tree chosen represents a simplified schema not detailing in its structure
laparoscopic conversion rates to open surgery, false positive or false negative
cholangiograms, or failure of laparoscopic treatment, and grouping together proce-
dural related and disease related complications. Moreover, death is not considered
in this example.
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Fig. 8.2. Schematic diagram of a simplified decision tree.

1. Determine the question to be answered and consider all treatment
alternatives.

2. Define the decision tree and assign probabilities to each branch point.
3. Define a utility score for each potential outcome.
4. Combine the probabilities and utilities for each node on the decision tree

with the technique of "backfolding the tree."
5. Choose the set of decisions that lead to the highest expected utility.
6. Sensitivity analysis: Compare outcomes as each input is varied over its

range of potential uncertainty. Vary each input separately and in
combinations in order to evaluate the worst and best case scenarios and
to establish the critical factors in the decision model.

Fig. 8.1. The six steps involved in a decision analysis.

As you follow along this figure from the initial decision node on the extreme left
side, you can track the health states being considered. Initially, a decision is made as
to whether an intra-operative cholangiogram at laparoscopic cholecystectomy is
performed or not. It is this decision that we would like to evaluate, the main ques-
tion being: Of these two clinical paths, is there one path which, on average, leads to
better clinical outcomes? If an intra-operative cholangiogram is carried out, there
are two possible outcomes: a stone can be found, or no stone is detected. These are
determined according to probabilities, not based on a clinical decision, and are thus
represented as chance nodes (open circles). If a stone is found, in this case, laparo-
scopic management with bile duct exploration and stone removal is chosen and
carried out. Note that this is a decision node from which other alternative treatment
strategies such as postoperative endoscopic retrograde cholangio-pancreatography
(ERCP) could arise if clinically relevant as the structure of the tree is made to become
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more complex. All terminal health states are subsequently shown, following chance
nodes, as resulting from a complication or an uncomplicated course.

In the second step, probabilities are assigned to each branch point, emanating
from each of the different chance nodes. For each branch point, probability values
are established based on the existing literature, and /or expert opinion.3 For example,
in Figure 8.3 probabilities are listed for each of the possible chance nodes.

The probabilities shown above were derived from the literature and an expert
consensus panel and were slightly modified from a decision model carried out by
our group.3 As in many decision models, the literature does not provide for exact
point estimates of every probability for every chance node in the model. In this case,
for example, the proportion of retained stones that become symptomatic is largely
unknown (especially when varying assumptions about the patient population) and
can only be extrapolated indirectly from other similar questions addressed in the
literature or expert opinion. Nonetheless, the probabilities need be internally con-
sistent, and note that for any given chance node branching, the probabilities for
each branch at that chance node are P and 1-P respectively (the sum of P and 1-P
always being 1).

The next step in developing the decision tree is the assignment of effectiveness
scores that reflects the clinical benefit or disbenefit related to the procedures and
outcomes that lead to each terminal node. Often a utility score is attributed to each
potential terminal node outcome. A “utility score” is similar to a “value” or “worth”
estimate. Some health states are considered more desirable by patients and clinicians
than others in terms of the quality and quantity of life. While often difficult to
quantify, the combination of quality and quantity leads to a numerical “utility”.4

For each terminal node in the tree, there is a corresponding utility score. In order to
quantify utility scores, a common scale is required. Where an obvious numerical
value does not exist in the literature for a utility score, an ad hoc procedure could be
to rank the outcomes from best to worst. A numerical value is then assigned to each
rank,2 such that a utility of zero would be assigned to the least desirable outcome,
and a value of one would be representative of the most desirable outcome. This has
the disadvantage of assuming equal step sizes between adjacent outcomes, so should
be used with caution and as a last resort only.

The quantification of utility scores, in the absence of support from the literature,
relies on expert opinion from patients, clinicians and researchers who estimate the
value of the outcomes under investigation. Alternately, the unit of effectiveness
adopted for each terminal health state may be tailored to the given clinical question,
and available data from the literature. In the present example, duration of hospital
stay was chosen as it is readily available from the literature and clinically most mean-
ingful. No score was attributed to the health state death as it is a rare event with an
incidence under 1/3000 in unselected series of laparoscopic cholecystectomy, and
because more detailed modeling has suggested little difference with regards to the
number of deaths when assessing different management strategies in patients under-
going laparoscopic cholecystectomy.3 Furthermore, in this example, no morbidity
or prolongation of hospital stay was assigned to intra-operative cholangiography
(i.e., false positive and negative cholangiograms are not considered here). The values
given in Table 8.1 are modified from a more detailed decision model.3
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The fourth step involves the combination of the probabilities and utilities for
each node on the decision tree to find the average utility of each decision option.
The basic idea is to choose the decision that leads to the optimal average utility
(here, the minimum number of days hospitalized). Although results will vary from
patient to patient, this decision will lead to the best outcomes, on average. The
average utility for each decision option is calculated by “backfolding” the tree. The
probability of eventually arriving at each terminal node is calculated by multiplica-
tion of the different chance node probabilities leading to this terminal health state
(if events “downstream” are independent from previous events, which is often a
reasonable assumption). The average utility contribution of each path is determined
by multiplying the utility score for that path by the probability of arriving at that
path’s terminal node. Graphically, this is portrayed in Figure 8.4.

Using the example from Figure 8.3, the probability and effectiveness score (i.e.,
duration of hospital stay) for the terminal node of the decision tree that corresponds
to a patient having an uncomplicated course following laparoscopic cholecystec-
tomy and a negative intra-operative cholangiogram (the lower most node on the
right) are: 0.93 × 0.98 = 0.9114 and 1.5 days, respectively. Similarly, a patient un-
dergoing an uncomplicated laparoscopic bile duct stone removal following a posi-
tive cholangiogram would be expected to achieve this health state with a probability
of 0.87 × 0.02 = 0.0174 with an average duration of hospitalization of 2.5 days.

In the fifth step, the investigator must choose the set of decisions that lead to the
highest average utility. This is also referred to as “maximizing the expected utility”.
This is done after the expected utility for each branch has been calculated by multi-
plying the probability of each terminal branch by its corresponding utility score, as

Fig. 8.3. Assigning probabilities for each branch point. The asterisk (*) indicates
that the complication rate of 8% is calculated as a baseline rate of 7% (similar to
the lowest branch of the tree, when no CBD stone is found), and a 50% complica-
tion rate in the two percent chance that a stone is present (i.e., a complication
attributable to a retained stone), thus an additional 1%, for a total of 8%. As we will
see later in the text, if the rate of stones increases, this complication rate will also
increase.
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depicted in Figure 8.4. In order to choose the set of decisions that leads to the
highest expected utility (in our example, the lowest duration of hospital stay), one
must backfold each set of outcomes and probabilities that leads to a terminal node
of that approach.

Once established for each branching path, the sum of all the terminal branch
utility scores emanating from each separate decision choice leads to the overall
expected utility for that clinical strategy. This is depicted in Figure 8.5.

In the present example, where we only consider patients at low risk of having a
CBD stone, the no cholangiography approach would include the weighted sum of the
two uppermost terminal nodes of Figure 8.3. This leads to the following calculation:

Average stay = 0.08 x 3.8 + 0.92 x 1.5 = 1.684 days

On the other hand, a selective cholangiographic approach would include the
weighted sum of the lower 4 terminal nodes:

Average stay = (0.13 x 0.02 x 3.8) + (0.87 x 0.02 x 2.5) + (0.07 x 0.98 x 3.8)
+ (0.93 x 0.98 x 1.5) = 1.681 days

In other words, for 1000 patients treated with each approach, a policy of routine
cholangiography would result in a similar number of days of hospitalization (1684
versus 1681 days) as a policy of selective cholangiography (for the given set of
assumptions, including a 2% prevalence of CBD stones), suggesting that the two

Table 8.1. Examples of hospitalization durations for health states shown in
Figure 8.3.

Clinical Event Average Hospitalization (days)

Uncomplicated Laparoscopic 1.5
Cholecystectomy

Complication from Laparoscopic 3.8 (weighted average considering
Cholecystectomy, CBD stone proportion and hospitalization for each)
removal or retained stone

Uncomplicated laparoscopic 2.5
common bile duct exploration
and stone removal

Fig. 8.4. Determination of the expected utility for each path: backfolding the tree.
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approaches are of approximately equal effectiveness for the measure of days hospi-
talized. The above results are somewhat fictitious owing to the simplifications used
for the example, but provide the reader with a concrete example of the process used
in calculating and analyzing the results of a decision tree.

Finally, the sixth step is designed to check the robustness of the analysis by deter-
mining its vulnerability to clinically plausible changes in the estimates of probabili-
ties and utilities. This is also referred to as a sensitivity analysis.

Although decision analysis permits an assessment of the many different clinical
approaches available in any clinical situation, the analysis is limited by the accuracy
of the assumptions made in deriving the probabilities and utilities included in the
model.1 Where the literature does not provide accurate probability estimates, and
where there may be uncertainty in the utilities used and the completeness and accu-
racy of the chosen pathways, sensitivity analysis permits inclusion of the uncertainty
around the adopted point estimates and decision tree structure. Sensitivity analysis
is accomplished by varying the probability estimates over a wide but realistic range
of possibilities, to encompass the uncertainty inherent in the point-estimate. Often
the range chosen includes a wide sample of different point estimates derived from
the literature. This is especially important when considering regional differences in
success rates for technical procedures, and the rapid evolution of technical equipment
and expertise.5 As the range is varied, one can determine which estimates of prob-
abilities and effectiveness scores affect the observed results in a clinically meaningful
way.

In our example, the reader will appreciate how varying the prevalence of bile
duct stone can impact on the optimal clinical decision. Indeed, increasing the preva-
lence of bile duct stones in this population to 40% (effectively choosing a higher
risk group with different clinical characteristics) provides us with a complication
rate in the no cholangiography branch of 0.07 + 0.5 x 0.4 = 0.27, or 27%, and the
probability of a stone in the lower branches of the tree increase from 0.02 to 0.4.
Therefore, for 1000 patients treated, we obtain 2121 total days hospitalized if no
cholangiogram is performed, as seen by calculating:

0.27 x 3.8 + 0.73 x 1.5 = 2.121.

In contrast, we calculate:

(0.13 x 0.40 x 3.8) + (0.87 x 0.40 x 2.5) + (0.07 x 0.6 x 3.8) + (0.93 x 0.6 x 1.5) = 2.064,

Fig. 8.5. Calculating the average utility score for a set of branches.
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which works out to 2064 days hospitalized per 1000 patients, when performing a
cholangiogram in such a population at risk for CBD stones days. The reader will
appreciate the increased complication rate attributable to undetected CBD stones
that has now increased with the prevalence of CBD stones. The model thus suggests
a modest advantage for the approach utilizing cholangiography that results in a
lesser duration of hospitalization in such a patient population. The magnitude of
this advantage must be weighed in terms of a meaningful clinical benefit. Note that
the overall durations of hospital stay for each approach increased (as expected) com-
pared to the “base case” estimate (with a low bile duct stone prevalence) in both
groups owing to the increased morbidity attributable to the higher background preva-
lence of bile duct stones (resulting in increased absolute numbers of disease and
procedure related complications). Referring to the numbers given in Figure 8.3 and
Table 8.1, we have assumed that all probabilities and “utilities” (hospital days) remain
fixed at their previous levels, except for the probability of a bile duct stone (and the
resultant complication rate in patients not undergoing cholangiography). This is
called a one-way sensitivity analysis, because only one input has been changed from
the “base case” tree. As another one way sensitivity analysis, suppose that we return
the probability of a bile duct stone to 2%, but suppose that 5 days of hospitaliza-
tion, rather than 3.8 days, are required when complications are present. Backfolding
this tree results in an average days hospitalized of 1.78 in the no cholangiography
group, versus 1.77 days in the cholangiography group.

Two-way sensitivity analyses can also be performed, by changing two variables at
the same time. For example, we can change both the prevalence of bile duct stones
(from 0.02 to 0.4, as above) and the numbers of days hospitalized for patients with
complications (from 3.8 to 5, again as above). In this case, after backfolding the tree,
we find that the average days hospitalized in the no cholangiography group is 2.45,
versus 2.18 days in the cholangiography group. Thus if these were the true values,
we would prefer the cholangiography decision.

While one-way and two-way sensitivity analyses provide some useful informa-
tion, they do not expose the full uncertainty inherent in any decision analysis prob-
lem, since in reality all inputs are uncertain simultaneously. One way to address the
total uncertainty is through Monte Carlo sensitivity analyses.6 Consider Figure 8.6,
which repeats the information found in Figure 8.3 and Table 8.1, but now explicitly
acknowledges the uncertainty in each probability estimate and utility (days hospi-
talized) estimate by providing a 95% credible interval (see Chapter 2, this volume)
inside of which we are 95% certain that the true value. Each of these intervals can be
matched to probability distributions which are fixed such that they cover the same
range, and have the same 95% intervals as desired for each uncertain parameter in
the tree. The basic idea of a Monte Carlo sensitivity analysis is to incorporate all of
this uncertainty simultaneously, in a single sensitivity analysis. The end result is
then 95% credible intervals for the number of days hospitalized in each decision
arm of the decision tree, rather than simple point estimates (see Chapter 2 for the
definitions of point estimates and credible intervals). We can then not only see what
the “best guess” is for each arm, in terms of average days hospitalized, but also assess
how certain we are of these estimates. A Monte Carlo sensitivity analysis is easy to
conceptualize, as it can be broken down into four steps:
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1. Using the distributions at each probability or terminal node in the tree,
select a random value that will be used for the current iteration in the
Monte Carlo analysis. [Technical Note: Here we have assumed that each
probability value is selected independently from the values selected at
other probability nodes, and that the utilities associated with each com-
plicated and each noncomplicated nodes are the same, regardless of the
path that lead to the terminal node. Other schemes with other levels of
dependencies are also possible.]

2. Assuming that the values selected in step 1 are perfectly correct, backfold
the tree as usual, and find the average days hospitalized in each arm of the
decision tree. Store these values.

3. Repeat steps 1 and 2 a large number of times, typically 1,000 or 10,000
times (as you can imagine, Monte Carlo analyses are usually done by
computer programs such as those mentioned earlier in this Chapter). Store
each of these values.

4. Create histograms or other summary statistics (again, refer to Chapter 2
if you are not familiar with common descriptive statistics) such as means
and 95% credible intervals from these stored values.

To summarize, a Monte Carlo sensitivity analysis is similar to doing, say, 1000
separate decision analyses, each with an identical (or very similar) tree structure, but
with randomly varying probabilities and utilities. The output of these 1000 different

Fig. 8.6. Decision tree with probabilities and corresponding 95% confidence inter-
vals. The 95% credible intervals for utilities that have been chosen in this example
are: uncomplicated laparoscopic cholecystectomy 1.5 days (95% CI: 1-2 days),
complication from laparoscopic cholecystectomy or CBD stone removal or retained
stone 3.8 days (95% CI: 3-5 days), and uncomplicated laparoscopic common bile
duct stone removal 2.5 days (95% CI: 2-3 days). These intervals, and those for the
probabilities given in the tree itself, are not necessarily based on hard data, but will
suffice for our illustrative purposes.
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analyses are then reported using, for example, 95% credible intervals for the average
utility of each possible decision in the tree, or are otherwise graphically or numeri-
cally summarized.

For example, using the values in Figure 8.6, we find that a 95% interval for the
number of days hospitalized in the no cholangiography group goes from 1.26 to
2.22, while a 95% interval for the cholangiography goes from 1.32 to 2.23. Note
that these two intervals are very close to each other, driving home the fact that we are
quite uncertain about the clear superiority of one approach over the other for the
given assumptions. In fact, we can also calculate the proportion of the iterations in
which the no cholangiography group had a lower average number of days compared
to the cholangiography group. Doing this calculation here, we find that we prefer
not to perform a cholangiography for 66% of the possible parameter sets that were
drawn, meaning, roughly, that we are only 66% sure that this is the better option.

As can be seen, Monte Carlo sensitivity analysis is a simple but very powerful
technique, and most decision analyses are incomplete without one.

Incorporating Cost-Effectiveness in Your Decision Analysis
In many cases, an important element to consider when creating a DTA is the

inherent cost of each health strategy. Indeed, each time a physician adopts a deci-
sion, there is an attributable cost to the patient, hospital or health care system. In
evaluating possible decisions, it is thus important to weigh the dollar costs to the
health care system against the utility of outcomes to the individual patient or popu-
lation group.

Prior to carrying out the analysis, each unit of health care utilization must be
assessed in terms of the anticipated benefit and the associated costs. The individual
attributable costs for each approach would include personnel, equipment, and other
direct and indirect costs. One usually also allows for a discount rate which accounts
for the present values of expenses to be incurred into the future (if any). Often the
calculations are based on an arbitrary number of persons served in order to facilitate
comparison of competing strategies. The approach with the lower cost per unit
benefit would then be declared the most “cost-effective”. Therefore, the total cost of
each component of a given approach is summed, and its cost-effectiveness ratio is
tabulated. These results are compared between the different approaches to deter-
mine the most cost-effective one. More detailed descriptions of these principals can
be found in the cost-related Chapters of this book.

As a simple example, we again refer to the decision tree as represented by Fig-
ure 8.3. Since we have seen that the outcomes (days hospitalized) for the two clini-
cal strategies in the tree are very similar, one may wish to base decisions on which
treatment strategy leads to the minimum cost. Suppose that the costs associated
with each terminal node are as follows (roughly based on references 7 and 8):

Cost of uncomplicated laparoscopic cholecystectomy: $8,000
Cost of uncomplicated laparoscopic common bile duct exploration: $11,000
Cost of a complication (of any type): $20,000

Here, following the same “backfolding the tree” analyses as was carried out for
hospital days, but now replacing the number of days (1.5, 2.5, and 3.8) with their
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corresponding costs (8,000, 11,000, and 20,000, respectively), we find that the
average cost for the noncholangiography decision arm is calculated as:

average cost = 0.08 x 20,000 + 0.92 x 8,000 = $8960.00.

A selective cholangiographic approach would again calculate the weighted sum
of the lower 4 terminal nodes of Figure 8.3, but with the above costs substituted for
the days hospitalized. We calculate:

average cost = (0.13 x 0.02 x 20,000) + (0.87 x 0.02 x 11,000)+ (0.07 x 0.98
x 20,000) + (0.93 x 0.98 x 8,000) = $8906.60.

Therefore, it appears that it is cost effective (although by only $8960.00–$8906.60
= $53.40) to perform a cholangiography, at least in this simplified illustrative example.

Of course, we can also perform sensitivity analyses on these costs estimates, fol-
lowing the same procedures as we did when the outcome was days hospitalized. In
this case, we would need to vary our cost estimates within a realistic range for these
costs.

The Final Analysis

Advantages of Decision Tree Analysis
The evaluation of complex clinical decisions requires a systematic approach. De-

cision analysis ensures logical consistency in balancing the risks and benefits inherent
in any complicated decision making process. All assumptions inherent to the DTA
are made explicit. Furthermore, by incorporating sensitivity analyses, DTA can be
useful in identifying areas where further research is needed. Cost-effectiveness analyses
arising from a DTA can be very helpful to health care planners.

Disadvantages of Decision Tree Analysis
Often the problems or hypotheses we wish to address are more complex than can

be modeled successfully. In this case, an epidemiologist or statistician can be very
helpful in suggesting alternatives to simple DTA such as influence diagrams and
Markov models; alternately, one can consider a simpler tree that will hopefully con-
tain a majority of the influential components. Another frequently cited disadvan-
tage of DTA is the lack of sound data for good evidence-based probability and
utility estimates. Subsequently, the quality of these estimates will suffer and the
outcomes of the analysis will reflect the uncertainty of these suppositions.

In concluding, a note of caution: Many, if not most decision models are used to
factor in the cost-effectiveness of different approaches. These cost considerations
should not take priority over effectiveness performances, but as demonstrated above,
both can be estimated using decision modeling. Clearly a payer perspective is adopted
when assessing the results of these decision models where it is hypothesized that
large numbers of patients (usually thousands) will be treated. Decision makers usu-
ally will assess these results amidst a fiscal reality of limited resources. This perspec-
tive may be quite different, however, than the one most often faced by the clinician
attempting to make a decision about an individual patient.9 This difference in per-
spective must be born in mind when interpreting the data from decision models and
integrating the results into clinical practice. Increased familiarity with the method-
ology adopted will no doubt assist clinicians in this task.
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While this Chapter has provided an introduction to all of the basic steps involved
in a decision analysis, entire books have been written on the subject. Interested
readers are referred to the books by Weinstein1 and Smith,10 among many others.
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Pharmacoeconomics and Surgery

Pierre MacNeil and Lawrence Rosenberg

Introduction
In the last century, and especially over the past 10 years, biomedical science has

progressed rapidly. Selected cancers can be treated, organs can be transplanted, and
joints can be replaced. In addition, drugs that can lower the risk of myocardial
infarction and prevent fractures caused by osteoporosis, are now commonly pre-
scribed. The treatment options are endless, and everyday brings a new technology
that promises better health. However, all new and existing treatments come at a
price; and the question of what is expensive vs. what is affordable, is one which must
be constantly addressed. One thing, however, is certain. After 30 years of double
digit growth in health care budgets, it is clear that the amount of resources that can
be devoted to health care is finite. With this realization, the necessity of developing
tools to assist in making tough choices between interventions has emerged.

What Is Pharmacoeconomics?
Health care decision makers and health professionals have not always shown an

interest in the relationship between the cost and effectiveness of health care inter-
ventions. In the past few years, however, it has become clear to all stakeholders in
the health care field, that a strategy must be developed to slow down the spiraling
increase in costs. Although cutbacks and arbitrary restrictions do make it possible to
achieve immediate budgetary goals, they are certainly not a long-term solution. In
fact, as shown by many authors, restrictions may often lead to sizable additional
costs, because they only take into consideration a limited aspect of the economic
impact of a given product or service.1-4

Economic evaluations of public services have been available since 1965,5 and
several landmark articles suggesting the application of these technique to health care
appeared in the 1970s.6,7 Today, many textbooks complement each other in provid-
ing the neophyte with a thorough elaboration of the methods and their applica-
tion.8-11 An excellent book is the latest edition of Drummond,11 for the richness of
the examples provided and the suggested exercises. The availability of these refer-
ences has coincided with a steady growth in the number of economic evaluations of
health care interventions. Well over 100 studies per year are published in general
medical, medical specialty, public health and policy journals.12

Pharmacoeconomics, is that field which explores many aspects of a given treat-
ment, and thus contributes to the formulation of informed decisions. It may be
defined as the application of the principles of health economics to the evaluation of
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drug therapy. Pharmacoeconomic research identifies, measures and compares the
costs and consequences of pharmaceutical products and services to the health care
systems and society. More specifically, pharmacoeconomics can be used to do a com-
parative analysis of two or more choices, i.e., drug X as compared to drug Y, by
examining the costs and consequences of each treatment alternative. The ultimate
purpose is to ensure that optimal use is made of health care system resources, which
are, by definition, scarce. In other words, the goal is to achieve the desired therapeu-
tic objective at minimum cost, or maximize therapeutic objectives at an acceptable
additional cost.

Clearly economic evaluations in health care have focused on pharmaceuticals
and, hence, the emergence of pharmacoeconomics as a discipline. Although there
are several reasons to explain the attention that has been focussed on pharmaceuti-
cals (Table 9.1), the demands of an aging population, the growing constraints on
health care funding, and the pervasiveness of information technology in the health
care field, all conspire to make it inevitable that these evaluation techniques will be
applied to all types of interventions. Surgical procedures, in particular, have already
witnessed the emergence of a literature (surgicoeconomics) applying these principles
of economic evaluation.16-20

Comparators and Perspective in a Pharmacoeconomics
Analysis
The choice of a treatment option to which products under study will be com-

pared is a crucial point in pharmacoeconomic analysis. If the option selected does
not offer good cost-effectiveness, the other drugs being studied may be deemed
useful, when in fact they are just better than a poor choice. To solve this problem, it
is recommended that the most widely used drug on the market (most common
clinical practice) be chosen as an option for comparison, as well as the therapy that
is determined to be both effective and the least expensive15. In some cases, these
choices will coincide.

The perspective provided by a pharmacoeconomic analysis is an important, for
it determines the nature of the costs that will be included in the economic analysis.
For instance, the perspective of society as a whole (all current and future members)
means that all direct and indirect costs and benefits (defined in Table 9.2) must be
considered.10,21 This is the broadest possible perspective. A pharmacoeconomic analy-
sis can also be done from other perspectives, such as hospitals, patients or third-
party payers. Each perspective only considers the costs and benefits that apply to its
own situation. Patients are interested in costs only to the extent that they involve
out-of-pocket expenses. Yet insured patients often pay only a small portion of the
actual costs. Individual patients, however, are extremely concerned with risks of
prolonged disability, morbidity, mortality and quality of life. The hospital, on the
other hand, is concerned only with costs during hospitalization. Effects on patient
productivity and rehabilitation costs once patients are back on their feet are not
included in the hospital’s perspective. The narrower the perspective, the greater the
chances that major costs will not be included in the analysis, and therefore, that the
results will not represent the actual cost effectiveness of the products/procedure un-
der consideration.
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Costs and Consequences
Regardless of whether an economic analysis is related to health services or to

some other field, it must, to be complete, take into account costs and consequences
(benefits, advantages, etc.). If you prefer, it must analyze “inputs and outputs”. This
general principle also applies to pharmacoeconomic analysis. Using the following
analogy- would you be willing to pay a specific price for a package when you don’t
know what it contains? Conversely, would you be willing to accept a package when
you know what it contains, but not what it costs? In both cases, the relationship
between cost and consequence allows us to make a decision. The concept of choice
in decision-making is also very important. As mentioned earlier, health care system
resources are limited, by definition. It is inevitable, therefore, that we must choose
between the different ways of using these resources.

Pharmacoeconomics is a tool that can be used to clarify these choices. To effec-
tively play this role, pharmacoeconomics attempts to make these choices clearer, by
considering both the costs and the consequences.

Costs and consequences are generally divided into the following three categories:
direct, indirect and intangible. Table 9.2 gives a general outline of the type of costs
and the consequences in each category. This classification is based on the nature of
the relationship between the cost (consequence) and the intervention. Direct costs

Table 9.2 Analysis of costs and consequences

Direct Indirect Intangible
Costs Professional services Cost related Pain

Drugs to absenteeism Mental
Laboratory tests Reduced suffering
and other examinations productivity
Medical supplies
Room 7 board
Home care
Capital expenditures

Consequences Changes in physical, Reduced Pain
social and mental absenteeism Mental
condition Increased suffering
Change in use of productivity
above mentioned resources

Table 9.1 Reasons explaining the high volume of economic evaluation of
pharmaceuticals (pharmacoeconomics)

• Pharmacoeconomic evaluation are required (explicitly or implicitly) by
government/formulary committees for product listing;13-15

• Availability of efficacy data due to the requirements for clinical trials;
• Low political liability for targeting cost-containment initiatives at pharmaceu-

ticals;
• Availability of pharmacoeconomics data perceived as a competitive

advantage within the pharmaceutical industry.
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(consequences) are directly related to the intervention. Indirect costs are more like
an effect of the disease itself. The intangible costs cover certain aspects that should
ideally be assessed using quality of life measurements. The important thing to
remember about costs (consequences) is how they are related to the perspective of a
study. When the objective of a study includes the study’s perspective, the reader can
determine whether all of the costs (consequences) related to this perspective have
been measured.

Different Types of Pharmacoeconomic Analysis
There are four comprehensive types of economic analysis that can be used as the

basis for a complete economic evaluation: cost-minimization, cost-effectiveness, cost-
utility, and cost-benefit analysis. It is important to note that all types of economic
evaluation use parallel methods to identify and measure costs. However, they can be
differentiated by the process they use to measure, evaluate and therefore represent
the consequences. Furthermore, the costs and consequences of the study vary
according to the perspective used.21

Cost-Minimization Analysis
The cost-minimization analysis is based on the following hypothesis: the conse-

quences of each intervention studied are assumed to be equivalent. Basically, the
cost-minimization analysis asks just one question: “What costs may be incurred by
the different interventions?” In a cost-minimization analysis, the (health) conse-
quences of at least two interventions are compared and assumed to be similar.10 It is
only when a considerable amount of clinical proof shows the equivalence of the
consequences that a cost-minimization analysis allows us to evaluate the cost alone
of each intervention. Then, since the consequences are the same, this analysis can be
used to determine which intervention will produce the desired results at the lowest
cost. For examples see Box 9.1.

Cost-minimization analysis should therefore be used only when anticipated thera-
pies are proven to have identical outcomes, but possibly different costs. Cost-mini-
mization analysis is often seen as being incomplete since only costs are evaluated.
How, then, are they different from cost analyses? In practice, when the consequences
of the options are identical, there is no difference: only the costs are evaluated. How-
ever in theory, to be considered complete, an economic analysis must evaluate both
consequences and costs. It is only when the consequences of the options are proven
to be identical, or the difference is insignificant, that the analyst can decide not to
include them in the study; the study then becomes a cost-minimization analysis. If,
on the other hand, the analyst decides not to study the consequences, the study is
partial: it is then a cost study.

As mentioned earlier, the principal objective of a cost-minimization analysis is to
determine which intervention costs the least. Because stringent criteria are required
to qualify two therapies as being equivalent, the cost-minimization analysis is not
often used to evaluate medical interventions. The cost-minimization analysis is used
mainly in two situations. First, it may be useful in evaluating the cost difference
between different dosage forms of a drug, and second, between two generically equiva-
lent drugs in which the outcome has been proved to be equal. The cost-minimiza-
tion analysis may prove to be a practical tool when used properly. However, if there
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are any doubts about the equivalence of the consequences, it is recommended that a
more detailed study be done, such as a cost-effectiveness, cost-benefit or cost-utility
analysis.

Cost-Effectiveness Analysis
Cost-minimization analyses are based on the hypothesis that the consequences

of the interventions studied are equivalent. The limitations of the this method are
obvious. In practice, we often want to compare two treatment options that do not
meet this criterion. The cost-effectiveness analysis allows us to make this type of
comparison. The term “cost-effectiveness” is often used incorrectly and is often used
to describe all types of pharmacoeconomic analysis. Cost-effectiveness analysis in-
cludes any study that measures consequences in natural units. It is the most com-
mon form of pharmacoeconomic analysis. Table 9.3 illustrates this with a few
examples. Most of these measurements express effectiveness by taking into account
a single dimension and only make it possible to draw comparisons between similar
types of treatments. Box 9.2 presents an example of a cost-effectiveness analysis.

 Box 9.1 Examples of cost-minimization analysis

Einarson et al22 did a cost-minimization analysis and a cost-effectiveness
analysis. From the government’s perspective, they compared four treatment
options for severe psoriasis: cyclosporine A, methotrexate, etretinate and PUVA
therapy. They considered four major cost categories, i.e., acquisition and
administration costs, the cost of routine medical care, the cost of laboratory tests,
and the cost of treating adverse effects. All of these are direct costs.

In this study, the authors present the results of the analysis without taking into
account the relative efficacy of the different options (cost-minimization analysis).
They then present the anticipated cost calculated with the aid of a decision tree,
which allows them to consider the probability of success and recurrence.

Cyclosporine A Etretinate Methotrexate Puva
Cost-minimization $842 $722 $1172 $752
Cost-effectiveness $1272 $1383 $1586 $1450

This illustrates the relative effectiveness of the different therapies and their effect
on costs. Indeed, a therapeutic failure often leads to additional expenditures.
These expenditures are considered in the cost-effectiveness analysis, but not in
the cost-minimization analysis. Indeed, if the authors of this article had stopped
after the cost-minimization analysis, the study would not have identified any
differences. Thus, it allows the reader to appreciate the relevance of the cost-
effectiveness analysis.

In presenting the results of their cost-effectiveness study Trant et al16 stated that
no statistically significant difference was shown between stent and surgery for
both acute and intermediary outcome. In such a case, the analyst, when
interpreting the results, shift to a cost-minimization mode. For Trant et al16, it
meant that given that stenting was at least as effective as surgery and that surgery
($58,068) was more costly than stenting ($33,809), they had to conclude that
stenting was more cost-effective than surgery.
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Box 9.2 Examples of cost-effectiveness analysis

Rosenberg et al19 performed a cost-effectiveness analysis to establish if the
additional cost associated with the use of octreotide to prevent complications in
patients undergoing pancreatic resections was justified by a decrease in the
consumption of other resources and/or an improvement in patient outcome.

Table 9.3 Examples of effectiveness measurements expressed in natural units

Successful treatment (e.g., complications avoided, increase in vessel
diameter by (50%)
Life-year-saved
Lives saved
Symptom-free days
Episode-free days

To evaluate success rates and complication rates, a meta-analysis of double-
blind, randomized, controlled clinical trials was conducted. In a second phase,
we evaluated the treatment cost for patients with and without complications
using two costing methods. The results of these two steps where then incorpo-
rated in the decision tree depicted above.

The data suggest that when compared to placebo, octreotide is a dominant
treatment strategy. In model 1, in a cohort of 100 patients, it saved an average of
$853 per patient while allowing 16 incremental patients to avoid complications.
In model 2, it saved an average of $1,642 per patient while still allowing 16
patients to avoid complications.

Detailed one-way and two-way sensitivity analysis suggested that both models
were robust. We concluded that the use of octreotide is a cost-effective strategy
in patients undergoing elective pancreatic resection. Consideration should be
given to extending its use to patients that are at high risk to develop a complica-
tion following pancreatic surgery.
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Obtaining and Using Effectiveness Data
There are several methods used to obtain effectiveness data to be included in a

cost-effectiveness analysis. The first is to establish a cost-effectiveness analysis paral-
lel to a clinical trial. There are two main disadvantages with this approach. First, the
organization and execution of a clinical trial takes a long time and is often very
expensive. Furthermore, the results of clinical trials do not focus much on the use of
the drug in everyday practice. The circumstances are artificially controlled and it is
often difficult to distinguish between the costs associated with the use of the drug
itself and those generated by the research protocol. However, if you have the time
and money, the high level of internal validity generally found in clinical research will
definitely ensure credibility to the effectiveness data on which your analysis is based.
For a good discussion on collecting pharmacoeconomic data alongside clinical trials
see Mauskopf et al.23

If you have neither the time nor the money to conduct a clinical trial, it is pos-
sible to use already-existing data reported by other researchers. However, it is not
uncommon to find contradictory results on the effectiveness of a product or proce-
dure in the scientific literature. The second method, meta-analysis, is a statistical
method that makes it possible to calculate a weighted average of the results of several
studies in terms of the size of the sample of each study. This method is, of course,
much less expensive than a clinical study and can generally be conducted within a
reasonable amount of time. Since it integrates the results of several studies, and
therefore examines results across a set of different conditions, it is generally recog-
nized as having good external validity. It is not, however, without its disadvantages.
For instance, very specific inclusion and exclusion criteria must ensure that the tar-
geted studies correctly measure the same variables, according to the same criteria.
For a detailed discussion on meta-analysis see Chapter 7.

If it is not possible to conduct a clinical trial, and if a review of the scientific
literature does not provide enough data for a meta-analysis, it is still possible to do a
cost-effectiveness analysis based on hypotheses relating to effectiveness. The results
of such a study should, however, be submitted to a sensitivity analysis to determine
the strength of the results obtained. Regardless of how the effectiveness data is
obtained, it is still important to ensure that they are applicable to one’s own practice.

Presentation of the Results
Special attention must be paid to how the results of a cost-effectiveness analysis

are presented. Very often, the mean cost-effectiveness ratio, i.e., the quotient obtained
by dividing the cost by the number of successes, is the only result presented. When
this ratio is used as a criterion, the favored option is the one that presents the lowest
cost-effectiveness ratio. However, this ratio can be misleading. Let us look at a ficti-
tious example of this type of situation. Suppose the cost-effectiveness of drug A is
compared with that of drug B. Drug A makes it possible to save 10 lives, at a cost of
$1,500, while drug B saves 15 lives at a cost of $3,000. The average cost-effective-
ness ratio of drug A is $150 per life saved ($1,500/10) which is superior (meaning
the lower the better) to drug B ($200 per life saved or $3,000/15). Thus, according
to the simple average cost-effectiveness ratio, drug A is the best alternative, since it
has a lower cost-effectiveness ratio. Yet few decision-makers would choose drug A
over drug B, because the incremental cost-effectiveness ratio for drug B compared
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with drug A is ($3,000-$1,500)/(15-10) = $300 per additional life saved. This cal-
culation shows clearly that drug B is more expensive but also more effective than
drug A. If we consider that a life saved is worth $300, we can say that drug B offers
a good cost-effectiveness ratio. This value judgment is therefore closely related to the
measurement of effectiveness. For instance, is a bout of nausea that is relieved worth
$300?

The above example above clearly illustrates that a treatment with a good cost-
effectiveness ratio is not necessarily less expensive. When a treatment alternative is
both more effective and more expensive, the simple average cost-effectiveness ratio
can be misleading. Under such circumstances, greater insight would be provided by
analyzing incremental cost-effectiveness ratios as above, to clarify the choices avail-
able to decision-makers. They can then determine whether the additional benefits
obtained are worth the additional costs. Sometimes this decision is obvious. In other
cases, it will be debatable. In the event that a drug is both more effective and less
expensive, it will then qualify as “dominant”.

To avoid the potential confusion surrounding the different types of ratios, it is
recommended to also report the results of an analysis in a disaggregate form. The
costs and the consequences associated with each of the alternatives studied are pre-
sented independently, leaving it to the decision-maker to interpret the results and
make the relevant comparison.13,15 When results are presented that way, the term
cost-consequence analysis is used.

Cost-Utility Analysis
The limitations imposed by single dimensional units of measurement have given

rise to the cost-utility analysis, which makes it possible to measure the consequences
of a treatment much more comprehensively, by considering patient preferences and
quality of the health outcome produced. We saw that a cost-effectiveness analysis is
a type of pharmacoeconomic analysis that compares the costs of different treatment
alternatives with their consequences, and measures them in terms of natural units.
In addition, we saw that it is the most common and the most widely accepted form
of pharmacoeconomic analysis. However, the cost-effectiveness analysis has one short-
coming: it only considers one aspect of morbidity (single dimension).

The cost-utility analysis is sometimes considered an extension of the cost-effec-
tiveness analysis with one difference: the measurement of effectiveness takes into
account mortality, as well as the effect on quality of life (multidimensional aspects of
morbidity). The consequences studied incorporate the patient’s perception of the
impact of the intervention on his quality of life, in addition to the incidence on
clinical parameters and years of life. Thus, the measurement of consequences takes
into account the evolution of survival and health related quality of life.

In economic terms, “utility” refers to the “quantity” of well-being which a person
can enjoy, assuming the hypothesis ceteris paribus (all else being equal), notably the
consistency of prices, preferences and individual tastes. Utility therefore indicates
the preferences of an individual (e.g., the desire or preference for a given condition)
in financial or medical terms. Consequently, it is logical that utility varies from one
person to another. The terms utility, value and preference are often used interchange-
ably, but in fact, there are differences. Preference is the umbrella term that describes
the overall concept; utilities and values are different types of preferences and relate
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to how you do the measurements. What you get depends on the way the question is
framed, specifically whether the outcomes in the question are certain (value) or
uncertain (utility).11

How Is Utility Measured?
Most commonly, cost-utility analysis measures health improvement attributable

to the intervention in quality-adjusted life-years (QALYs) gained. Using the same
approach as for cost-effectiveness analysis, the results are expressed in terms of cost
per QALY gained. As shown in Table 9.4, methods for estimating preferences used
to calculate QALYs can be divided in techniques measuring directly the preferences
of individuals or prescored multi-attribute health status classification systems. The
three main techniques used to measure preferences are best described by Torrance.24

However, measuring preferences for health outcomes is a very time consuming and
complex task. A recent alternative that is very attractive and being widely used, is to
bypass the measurement process by use of a prescored multi-attribute health status
classification system. Once the utility(or preference score) is know for a certain health
state, that score in then multiplied by the length of time the patient will spend in
that particular health state to obtain the number of QALYs gained.

The cost-utility analysis is particularly important when:11

1. a complete range of health consequences is considered important;
2. quality of life is the most important consequence desired;
3. quality of life is one of the most important consequences desired;
4. both morbidity and mortality are important consequences and a com-

mon unit is sought to measure their effects;
5. the intervention must be compared to another intervention whose cost-

utility ratio has already been established.
The cost-utility analysis is therefore relevant in cases where the principal conse-

quence sought has to do with quality of life and issues relating to morbidity and
mortality must be evaluated simultaneously.

Cost-Benefit Analysis
Cost-benefit analysis is a technique that has been in use for more than fifty years

as a tool to aid with the decision-making process in the development of economic
and social policies. It differs mainly from other types of pharmacoeconomic analysis
in that it measures both costs and consequences in monetary terms. Theoretically,
this should represent an advantage, since the yield of health investments can then be
compared to those of the other sectors of the economy. It is also possible, among
other things, to determine whether or not a given intervention in the health field
represents a net gain for society—in other words, if the sum of its benefits is greater
than the sum of its costs. The theoretical and practical aspects of this approach are
also outlined in a number of books.28-30

Cost-benefit analysis, however, does have its flaws. While measuring the conse-
quences of interventions in monetary terms seems to be expedient on a theoretical
level, the fact remains that reducing the multiple aspects of any therapy to a single
monetary value is not an easy task. The methods proposed to date have been widely
criticized, both on ethical and methodological grounds, and this explains why this
method has few proponents.
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Three principal methods are used to perform cost-benefit analyses. The first
method is based on what is called the human capital approach. According to this
method, an individual’s contribution to society is evaluated according to his or her
remuneration. The two other methods are based on observed or expressed prefer-
ences: they determine how much money people are willing to accept (in financial
terms) for an increased risk or how much they are willing to pay for a particular
service (willingness to pay). We will describe these methods in more detail, but we
can say from the outset that the willingness to pay method seems to be the most
viable.

Human Capital
The first cost-benefit studies used the human capital method. This method is

based on the concept that human beings are a capital investment like any other (at
least in terms of their work life) and as a result, they produce a certain number of
goods and services in the course of their life. If we consider that the value of an
individual’s production is equivalent to his or her remuneration, the value of the
consequences (benefits) of interventions designed to maintain or improve their health
can be measured in terms of the production that would be lost as a result of illness.
Depending on the nature of the illness, this lost productivity could be spread over
several years. In such a case, the analyst should depreciate the future benefits to
bring them back to their current value.

The first criticism of this method stems from the fact that it forces the analyst to
set a price on human life. Many people feel that this poses a serious ethical problem.
Some people would argue that human life is priceless. Most economists would answer
that a price is already implicitly put on human life in a wide range of decisions
related to public expenditures.31-32 One such example would be safety standards,
relating for instance to the construction of sections of highway (particularly curves)
or environmental issues. Generally, the more stringent the standards, the higher the
cost to implement them. When these standards are defined, a price is implicitly set
on human life and on the injuries that will occur despite the establishment of these
standards. A cost-benefit analysis is simply more explicit about these values.

The other criticism, which is just as legitimate as the first, is related to the method
used to evaluate the value of benefits. In fact, simplicity is probably the sole advan-
tage of using remuneration. Imperfections in the labor market, such as professional
corporations, trade unions, unemployment, and the fact that such a system has
difficulty accounting for people who are not employed, like stay-at-home mothers,
pensioners, and people who are unemployable, are other reasons why the human

Table 9.4 Methods for estimating preferences and deriving QALYs

Direct Preference Measures Multi-Attributes Systems

Rating scale, category scaling, Health Utilities Index (HUI)25

visual analog scale; Quality of Well-Being (QWB)26

Standard gamble EuroQol (EQ-5D)27

Time trade-off
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capital method is outdated. Added to this is the fact that it does not account for the
pain and suffering associated with illness. Thus, it is not difficult to understand why
this method is no longer used in the health field.

Observed or Expressed Individual Preferences
The approach based on observing individual preferences uses observations of

individual behaviors to quantify (in monetary terms) the benefits of a given medical
intervention. The observation of an individual’s behavior with regard to risk is a way
of evaluating the implicit value accorded to health status. People regularly accept
money in exchange for an increased risk of mortality or morbidity. Electricians, race
car drivers and policemen, for instance, all have what can be described as high-risk
occupations, for which they receive financial compensation. If we compare the
additional income with a change in the risk level of an activity, it is possible to
observe the value that individuals implicitly give to different health states, and ulti-
mately, to their life. Of course, the conversion process is not simple, but different
scales have been developed for this purpose.33 In practice, however, the limited number
of situations in which attitude toward risk can be observed and measured compli-
cates the application of this method.

The limitations of the first two methods we have presented has resulted in the
development of the willingness-to-pay method. According to this method, indi-
viduals are asked to indicate their preference, in monetary terms, for different spe-
cific situations. This method was first used in the environmental field.34 In the health
field, the willingness-to-pay method attempts to establish the value of a given change
in health status, by asking people how much they would be willing to pay to obtain
or avoid this change.

In most cases, this method operates like an auction. The participant is given a
starting price, which he accepts or rejects. Depending on the response, the price is
raised or lowered to arrive at the maximum price he is willing to pay. This type of
evaluation is subject to a number of biases, such as the starting price set by the
investigator, and other forms of conformity or strategic bias, which can be avoided
or reduced by an informed researcher. Quantifying the value of health benefits in
terms of willingness-to-pay raises the issue that this willingness is closely related to
the participant’s income. Weighting systems based on income have been proposed,
but they are still under discussion. For the time being, this limitation means that
this method is best suited to inexpensive therapies. Studies conducted using this
method are still uncommon.35-37 However, it is surely the most promising method
and the only way of the future for cost-benefit analyses.

Other Issues Surrounding Pharmacoeconomics

Discounting
Like in any economic evaluation the time factor plays an important role in the

economic evaluation of medical interventions since it is rare that costs and conse-
quences are all achieved at the same time, especially in the case of screening or
prevention programs. It is therefore essential that correct use be made of discount-
ing procedures to make adjustments for these time differences, to obtain current
and future costs and consequences in comparable units. The need for discounting



182 Surgical Arithmetic

9

has its root in the notion that even if the inflation rate was zero and there were no
bank interest, people would still consider it a benefit to receive a payment earlier or
to incur an expense later. Economist call this the notion of time preference.

Although economists agree that costs should be discounted, the discount rate is
still a controversial subject. There is, however, some consensus on the social dis-
count rate, which should be between 4 and 8%, or most usually 5%. The discount-
ing of consequences (or health gains) is another controversial subject. Logically, any
consequence should be discounted, including future years of life saved. Here is why.
The years of life saved are discounted, not because they can be invested or generate
additional years, as is the case with money, or because their value is less than in the
present, but rather because they are evaluated in relation to dollars. Since the future
dollar is discounted in relation to the current dollar, future years of life must also be
discounted in relation to the current year. For a detailed discussion see Krahn et al.38

Sensitivity Analysis
Since the value of costs and consequences are likely to fluctuate and some of

their components may be difficult to estimate, it is recommended that tests be con-
ducted to determine how results or conclusions vary when specific input variables
are changed. This is called a sensitivity analysis. The sensitivity analysis allows the
analyst to systematically vary the value assigned to the most uncertain variables and
hypotheses when doing the calculations for an economic evaluation (such as an
intervention’s probability of success, the cost of new pharmaceutical technologies,
the discount rate), in a certain range of plausible values. If the basic conclusion
remains the same when a certain variable or hypothesis is changed, the conclusion is
reliable. If, on the other hand, the conclusion is “sensitive” to the change in a vari-
able or hypothesis, research should be continued in order to obtain additional data
about these variables or hypotheses. A sensitivity analysis can therefore indicate fields
in which more extensive research is required. It can be a powerful tool which ana-
lysts can use to verify the strength of their conclusions, and to identify variables that
are likely to change their recommendations.

The conclusions of an economic evaluation based on uncertain data and subjec-
tive values are likely to be interpreted as being too inconclusive by some, despite all
possible sensitivity analyses. Critics of economic evaluations state that this uncer-
tainty makes any attempt to quantify the consequences of medical interventions
useless. However, decisions on resource allocation must still be made, and there is
often no alternative but to base them on either a reliable, but imperfect analysis, or
on no analysis at all. The first solution is by far the best, given the growing complex-
ity of the issues at hand, problems with compromise, and scarcity of resources.

The Use of Modeling in Pharmacoeconomics
Pharmacoeconomic evaluation often uses various modeling techniques which

have been developed in disciplines such as epidemiology, statistics, operations research,
and decision science. These techniques are used mainly in two circumstances. First,
where the relevant clinical trials have not been conducted or did not include the
collection of economic data, then decision analytic models are used to synthesize the
best available data.39 The study presented in Box 9.2 is an example of such a model.
Second, where the clinical trials measure intermediate endpoints or have only
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short-term follow-up, statistical model are used to extrapolate beyond trial to final
endpoints such as survival.39 The study conducted by Riviere et al is a good example
of the latter.40

Decision Tree
The techniques of decision analysis are in common usage by practitioners of

health care economic evaluation. For detailed discussion of decision analysis see
Chapter 8. In summary, using decision analysis for economic evaluation proceeds
by careful structuring of the problem using a decision tree—a graphic schema where
we begin with the decision (e.g., treatment A or treatment B) and trace out all
probable pathways and consequences (e.g., health outcomes and costs) that can
arise over time.11 The model draws data from multiple sources—mainly clinical
trials for probabilities such as rates of complication, administrative data for costs,
and expert physician opinion concerning treatment algorithms.

Beyond Trial Results
Clinical trials are often constrained in terms of the length of follow-up for clini-

cal and resource consequences. Many trials of therapeutic interventions measure
short-term mortality. In many situations the economic analyst will wish to extrapo-
late data beyond the period observed in the clinical trial. Also, the economic analyst
who wishes to link the intermediate biologic endpoint of a clinical trial to final
health outcomes such as mortality reduction and life expectancy needs to rely on
modeling. This is because more general measures, such as life-years saved, are more
relevant to economic evaluation than short-term measures such as percentage of
LDL cholesterol reduction at six months.

For a good discussion on the use of modeling in pharmacoeconomics see Buxton
et al39 and O’Brien et al.41

Conclusion
Pharmacoeconomics evaluations are intended to be a tool to assist in the deci-

sion making more so from a public health or general population perspective then a
bed side perspective. They are certainly not meant to be or replace the decision
making process which should encompass a multitude of other considerations such
as clinical expertise, ethics, justice, equity or politics. By providing information derived
from the best possible sources at the time of the analysis, pharmacoeconomics strives
to make more explicit and evidence-based the tough choices required in allocating
health care resources. Ultimately, when put into practice, such an approach should
allow us to achieve the best health outcomes for the most people at the lowest pos-
sible costs.

A pharmacoeconomic analysis will always be as good as the information used to
produce it. If anything, the structured process of evaluating the evidence normally
used in performing a pharmacoeconomic analysis, the explicit statement of assump-
tions and the working-out of their implications is helpful in reaching a decision.
Decisions will be made about which drugs to include on the formulary or which
procedure should take place. The idea here is to structure and use the available
information to help in making these decisions.
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The Costing of Medical Resources

Ralph Crott

Introduction
Costs are an integral part (i.e., the numerator) of the different types of economic

evaluation methods of health care interventions (see Chapter 9, this volume).
Although there exists a conceptual difference between cost-of-illness (COI) studies

and more complete economic evaluations, the problem of estimating the cost of the
medical resources used is common to all. One can say the same about whether one
is interested in the costing of preventive measures (i.e., vaccination programs or
prophylaxis) or interventional measures such as surgery.

Typically, a cost analysis follows a sequence of steps. These steps are outlined
below, and will be discussed in a step-by-step fashion in this Chapter.

1. Defining the medical intervention or technology being evaluated
2. Defining the study viewpoint (perspective) and the type of study
3. Defining the time period of coverage for the cost data collection
4. Defining the resource items to be costed
5. Collecting data on the resources being consumed
6. Estimating the unit costs of the resources used
7. Correcting for time preference

Costs or Charges?
It is important to distinguish between two different concepts of costs: financial

costs (or outlays) and economic costs.
Financial costs are the financial outlays required to produce the intervention.

Typically these are estimated by the charges paid by either the insurer or the Minis-
try of Health (MOH) to the provider for the rendering of the medical services. For
example, in Canada, many medical services such as diagnostic procedures or drugs
are reimbursed from a public Provincial List of negotiated reimbursement “prices”,
while in the United States many medical procedures and drugs are reimbursed by
private insurance or by government programs such as Medicare.

Economic costs, on the other hand, are defined to be the value of forgone oppor-
tunities or opportunity costs, that is, the value of these resources if employed else-
where. In any given situation where available resources are not unlimited, the resources
used for a specific medical intervention (e.g., nursing time, operating room use,
etc…) are no longer available for another intervention or program.
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This can be either at the local level (e.g., in a hospital) or at a more general level
such as between two health care programs at the State, Provincial or National level.
For example, an active screening program for detecting osteoporosis in the popula-
tion using bone densitometry might use up medical and nonmedical resources that
could have been used to expand, say, emergency services in hospitals.

In a “perfect” market place the charge or price charged for goods or services
would represent their true economic cost. In reality, however, medical resources are
not priced at their true economic value for several reasons. First, charges or list
prices are greatly influenced by bargaining between the different parties involved
(insurer, government, medical associations, suppliers, etc…). Thus the list price may
differ, even for the same intervention but between different payers, depending on
the local circumstances which led to an agreement . This means that some list prices
may substantially inflate the true cost of the service provided, while others may not
cover the real underlying production cost of providing that service. One should be
careful, however, to compare prices in different geographic areas for the same good
corrected for Purchasing Power Parity, which is a measure intended to correct for
differences in real wealth expressed by the purchasing cost of a fixed number of
goods (i.e., a basket) in the different geographic areas. Therefore, it makes no sense
to consider as similar the price of a 10$ item say in Switzerland and in Thailand,
because of the huge income disparities between these two countries. A 10$ expense
is a much greater strain on an average income in Thailand than in Switzerland. This
is why most holiday travelers come from rich countries and go to low-income coun-
tries and not the reverse. Second, even market prices may not reflect the true oppor-
tunity cost because of imperfections in the health care market. For example drug
acquisition prices by a hospital may differ from the official company price owing to
discounts negotiated between the hospital pharmacy and the drug company.

When to adjust market prices in practice is not always clear. As a general rule,
market prices should be adjusted if leaving prices unadjusted would introduce a
substantial bias in the analysis and there is a clear and objective way of making the
adjustment (Drummond et al, p56). Even in the case of severe potential bias, if the
results of the analysis are not sensitive to the unit price of the resource then one
might not bother to undertake a complicated price adjustment exercise.

Defining the Medical Intervention
The first step in any analysis is to define precisely the medical intervention being

studied, its current alternatives, whether surgical or not, and the target population
which would benefit from it. In principle, all relevant alternatives should be included.
This means including less effective but also less costly ones, or, on the contrary,
more experimental but more costly therapies. One should also include therapies in
current use, even in the knowledge that these might not be clinically optimal.

The target population should be clearly defined in terms of pathology, stage of
disease, gender and age.

Defining the Study Viewpoint or Perspective
This is a crucial step in the cost analysis process, as it will impact on the types of

costs to be included and the way they will be measured. This is because what may be
a cost to one agency or group may not be a cost from someone else’s viewpoint. An
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easy example are travel costs for the patient and time spent in visits by his relatives
which are borne by himself or his family but are not considered a cost from the
point of view either of the hospital (the provider) or the MOH.

Although one generally distinguishes between several broad viewpoints that are
mutually exclusive, a given study may consider costs from different viewpoints. This
has become increasingly important as there has been a trend in health care systems
in most developed countries towards shifting costs, at least partially, back to patients.

Different possible viewpoints include:
1. The Ministry of Health, or at a more regional level the Regional Health

Authority.
2. The health care provider(s). For surgery this would generally be the hos-

pital, although it might include other health care providers such as
kinesitherapists for rehabilitation and general practitioners for follow-up.

3. The patients and their relatives.
4. The insurer or third-party payer.
5. The employer, for example when the employer pays part of the insurance

claims or when one is interested on the absenteeism related to illness from
the employer’s perspective.

6. Other public or private agencies, for example those responsible for fol-
low-up after discharge or for prevention.

7. Society in general, which is the broadest, but also the most difficult per-
spective to assess.

When planning a cost analysis it is therefore important to identify carefully the
different perspectives that will be included and to identify (preferably in a matrix
format) the relationship between the agencies involved and the types of costs to be
estimated (for an example see Gold et al, p 187).

Often a regulator or social planner will only consider budgeting costs by consid-
ering the minimization of total (medical) costs or even specific medical resources
outlays such as drug expenses. In this case, an optimal solution from the planner’s
point of view may differ from a societal optimal solution, as it does not include costs
(and benefits) that are borne by other agencies or groups. This phenomenon is often
referred to as the “silo effect”.

Defining the Time Period of Cost Coverage
The time period during which costs related to the intervention should be tracked

depends on a number of factors. The general principle is that the follow-up period
chosen should not bias the analysis in favor of one of the interventions being com-
pared.

In some cases this means that one should calculate costs over a very long period,
possibly over a lifetime, although the further costs are incurred in the future, the less
they will impact because of the discounting to present net value (see below).

In general the factors that will influence the time period for tracking costs are:
1. The occurrence over time of clinical side effects, adverse events or relapses

related to the clinical intervention being studied. It is therefore important
to know the natural history of the disease and the long-term consequences
of the intervention. For example a study of the cost of CABG versus
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PCTA would need a very long-term of many years of follow-up in order
to take account of all the rehospitalisations following restenosis. Often, a
cut-off point is agreed upon, because over time some effects become more
rare and omitting a few of them would not significantly alter the results.
In practice, however, one sees that most clinical trials are conducted over
too short a time period to cover long term effects, so that there will be a
need to complement these data by either retrospective analyses or statisti-
cal/ epidemiological modeling techniques such as parametric survival analy-
sis.

2. The time frame of the relevant audience of the study may also limit the
duration of cost tracking. For example, if an agency needs a budget impact
analysis for a five year forecast, then it does not make much sense to
expand the analysis at great effort over a (theoretically sounder) time period.
In the same sense, a study conducted from a hospital’s perspective might
only consider costs up to discharge, although readmission costs may also
be important in some cases.

3. Finally, the availability of epidemiological and clinical data, especially on
the occurrence of long term effects may often not be available, and there-
fore preclude any long term assessment.

Another problem linked to the time period of cost tracking is that in any analysis
we assume a constant medical technology with generally no quality-adjusted price
indexation for medical goods, such as apparatus or drugs. This means that we con-
sider, say, a PCTA in 10 or 20 years of time will be performed with the same tech-
nology at the same (discounted) cost as a current PCTA, while it has been shown
that at least for some medical technologies relative prices have decreased dramati-
cally over time due to advances in technology. This is, for example, the case for a
large number of laboratory tests as they have become automated and more widely
used, or for medical imaging procedures.

Defining Types of Costs
Costs are usually divided into three broad categories in the economic evaluation:

direct, indirect and intangibles. Direct costs are resource costs that are attributable
to the intervention under study, including side effects or other current and future
consequences. Indirect costs are used to refer to the productivity losses or other
losses related to illness and death (Gold et al, p 179). Indirect costs in economic
evaluations should not be confused with the indirect cost terminology used in
accounting which refers to overhead costs of the production of some good or ser-
vice. Intangible costs are costs for which (at least currently) no economic value can
be ascertained. These would include costs such as pain, anxiety and grief. These are
generally included through quality-of-life or utility measurements.

Direct costs can be further broken down into two subcategories, direct health
care costs and direct nonhealth care costs. Direct health care costs include the cost of
hospital and community care, including testing, drugs, supplies, caregiver and sup-
port personnel and medical facilities, maintenance and purchase of equipment, cost
of follow-up, treatments of side-effects, maintenance therapy and costs of
rehospitalisation and retreatment (for example open surgery after failure of PCTA).
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These also include, from the patient’s perspective, any direct out-of-pocket expenses
which are related to their treatment that are not reimbursed, including items such as
drugs and appliances.

Direct nonhealth care costs include all other nonhealth care resources that are
consumed as part of the intervention or its follow-up (Gold et al, p179). These
cover such items as patient and family transport costs, informal caregiver’s time (also
known as home production costs) and home care support. The cost of resources
consumed from other sectors of the economy such as social workers, police and law
should also be included. Personnel costs, for example in the case of treatments for
mental illness, are also usually considered.

Whether the patients’ own treatment time should be included as a (direct) cost
has been subject to debate in the economic literature, as two different interventions
for the same diagnosis might have a different time span of care. If we view time as a
(limited) resource to the patient and to society, then we should include the value of
the time consumed by the intervention in our cost calculations, including waiting
time (which might be important for some procedures or in some countries), travel
time, and the time of the intervention and care itself. Generally, a patients’ time is
considered in an analysis carried out from a societal perspective, and therefore included
by many authors as an indirect productivity loss (for a dissenting view see Gold et al,
Chapter 4). We would recommend that whenever patients’ time is valued, to keep it
separate from the other costs and to include it as a separate item as part of the loss of
productivity costing estimates (corrected for double-counting; see also Dranove,
p74-75).

Indirect Costs
Indirect costs pertain to the loss of productivity to society associated with the

loss or reduced ability to work or engage in normal life activities or leisure due to the
illness (i.e., morbidity losses) or to premature death (i.e., mortality losses). Morbid-
ity costs also include the time periods needed for recuperation and convalescence.
Alternatively, these could also be integrated as a reduction in quality of life in cost-
utility analysis or as a reduced benefit in cost-benefit analysis. One should however
take care to avoid double-counting in those cases. When conducting pure cost mini-
mization analysis however, all these costs should be included.

There are several challenges in measuring productivity losses resulting from dis-
ease or health interventions. The first challenge is related to the measurement of the
productivity losses themselves. When an employee or any worker is absent from
work this is a relatively obvious measure, but when productivity is reduced such as
in migraine patients or in depression, then accurate measurement becomes more
difficult.

The second challenge is related to the valuation itself of time lost to illness.
Usually one uses gross earnings (including benefits and employment overheads) to
value time lost from work, but in the case of nonsalaried workers (for example self-
employed workers) or nonemployed patients (for example, housewife, retired, un-
employed, students), the value of lost time is difficult to assess. The same can be said
about the valuation of unpaid informal care (Brouwer et al, 1999). One of the solu-
tions is to find similar marketed services and to value time according the market
price of those services (for example childcare, housekeeping).
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The third concern is what the true cost to society is when an individual is taken
from the workforce, when he can be replaced by colleagues or do some catching-up
when returning to work after a short-term absence, or for long-term or definitive
absence when he can be replaced by some replacement worker. Therefore the amount
of productivity lost depends on the cost of organizing the replacement and the loss
in productivity over some training and adjustment time when hiring a new worker.
This has been called the “friction cost method” which was proposed by
Koopmanschap and colleagues (1995). It should be mentioned that this method
gives cost estimates that are much lower than those obtained from the traditional
wage imputation.

For nonemployed patients the impact of illness will more likely involve a decrease
in the ability to perform activities of daily life (ADL) and leisure. In general, one
tries to find a market substitute for such activities in order to value these, or in the
case of lost leisure, for example, one could use willingness-to-pay (WTP) or willing-
ness-to-avoid survey methods to put a price tag on such time.

Transfer Costs
Transfer costs are income transfers, involving the redistribution of money between

different groups in society or between different payers but this does not involve a
consumption of resources. For example, disability payments involve the transfer of
money (from workers and employers) though the government to the group of dis-
abled, but this does not change the aggregate amount available to society as a whole.
When the viewpoint is more restricted, however, to, say, a single agency or part of
society, then transfer payments may be considered as gains or costs from the view-
point of that agency. In any case, the administrative process of transferring that
money does involve “transaction” costs, which ideally should be incorporated in the
analysis, although the transfer payments should not.

Unrelated Future Costs
In cases where an intervention is life-saving, those individuals will incur “unre-

lated” health care costs in the future. For example, a woman having had a hysterec-
tomy for local carcinoma at 55 years with no relapse will have a life expectancy equal
to that of the general population and will also incur health care expenses over her
remaining life-time similar to that population.

Should these costs be included in the total cost of the intervention?
This is particularly problematic when studying prevention programs compared

to a “do nothing” or a therapeutic intervention program, as this would unfairly
disadvantage all prevention programs. Furthermore, there might be cases where we
face competing risks, where a reduction of the incidence of one disease increases the
occurrence of other diseases. This has been the case historically with the decrease of
deaths due to infections and the rise in cardiovascular and cancer deaths.

Another argument for leaving out these future costs is that they generally occur
late in life, and their impact will be reduced via discounting. Therefore, the current
practice is to leave out future unrelated costs but, if desired, to include a sensitivity
analysis whereby discounted average annual age-related per capita health expendi-
tures are included. In this way, one can see whether or not future costs radically
change the results of the more partial analysis.
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Defining the Resource Items to Be Collected
Once the above parameters have been established, a cost inventory is developed.

This is a comprehensive list of all the resources required to carry out an interven-
tion. Typically, a cost inventory includes:

1. Personnel costs: direct caregivers, support staff, administrative staff, and
volunteers’ time.

2. Laboratory costs.
3. Drug costs and drug administration costs.
4. Supplies and materials.
5. Equipment used.
6. Maintenance costs for facilities and equipment.
7. Facilities, including rent and utilities.
8. Transportation costs.

Other costs of providing the services include computer equipment, courier ser-
vices, archiving of materials and results, uniforms, insurance premiums, educational
and training costs, and R&D costs.

In general, one attempts to create a list which is as comprehensive as possible, as
one does not know beforehand which costs will play a large role in the care process.
Also, a small cost shared by a large number of patients may amount to a large sum,
while on the other hand, an expensive but rare event (e.g., an adverse event), although
clinically important, might not add much to the overall cost of the intervention.

Collecting Data on Resources Used
Once a complete cost inventory has been established, when comparing two dif-

ferent interventions it is useful to identify which costs are similar to both, so that
these can be factored out from any comparative analyses.

For example, if the administrative tasks are identical among interventions being
compared, these can be dropped from the analysis, but not the drug costs, if the
drugs used are different or are be used in different amounts. Often in health care
settings such as hospitals, accounting procedures exist to allocate resources to cost
centers, which can then be linked to medical departments. In some cases, account-
ing procedures are sufficiently developed to collect costs on a case or disease classifi-
cation basis such as per DRG (diagnosis related group) or ICD class.2 However even
these are often too coarse when assessing a specific intervention in a well defined
clinical condition, so that a local resource consumption analysis has to be conducted
by micro costing (see below).

Drug resources are usually calculated from either patient charts or automated
pharmacy delivery systems. For operating room use, time of operation is usually
recorded as well as all materials and supplies used. Some hospitals have also devel-
oped detailed standard cost per hour estimates for operating room use. More diffi-
cult to assess are resources used in diagnosis and surveillance, such as medical imaging,
radiology, and laboratory tests. These often have to be collected from patient charts
and files if no comprehensive tracking and/or billing systems already exist. In some

2 For an example in Canada see the Case Costing Project in Ontario.
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sense, the best in-hospital systems are those that are still based on detailed fee-for-
service systems, so that every medical resource used is coded and billed. Often, as in
Canada, only some of the resources used are collected routinely and billed on a
fee-per-service basis, while large areas of direct care are included in the overall hospi-
tal budget allocation. For ambulatory care there exists a large variety of tracking
systems, from the possibility of integrating ambulatory and hospital data on an
individual patients basis such as in Saskatchewan or in Health Maintenance Organi-
zations in the U.S., to no tracking system at all. Most Provinces or organizations
however fall somewhere in between, for example in Quebec, it is possible to track
drug deliveries and GP visits for patients over 65 years.

Generally, a mix of different approaches is to be used, depending on the local
situation and data availability, especially when one wants to integrate inpatient and
ambulatory outpatient costs.

Estimating Unit Costs of Resources
Direct resource costs can be divided into variable, semi-variable and fixed costs.

Variable costs are those that are directly related to the individual patient treated or
seen. For example, laboratory tests, diagnostic tests and supplies are considered as
variable, because if no patient is treated then these costs are not incurred. Provider
and health care workers time is either considered as a variable cost on the same
grounds or may be semi-variable, depending on the perspective of the study and the
time horizon. For example, a physician’s time, if paid on a fee-for-service basis, would
be considered as a variable cost whatever the perspective, but if the same physician is
salaried in a hospital and one conducts the study from the hospital’s perspective,
then one might argue that his time should be considered as a semi-fixed cost, i.e.,
whether or not he treats patients in the short term his salary will still have to be paid.

As an example, let us assume a ward with 20 beds is attended by 5 full-time
salaried nurses. Suppose now that a new medical technology, such as laparoscopy is
available. This technology reduces the length of inpatient stay by some proportion,
so that, for the same number of patients treated, only 16 beds and 4 nurses are
needed. In the short term, the salary of the excess nurse would probably still be
supported by that ward; after some time, however, that nurse would probably be
transferred to another ward (as would the freed beds). We will assume that there is
no waiting list for similar patients or for patients with another pathology that would
be treated in the same ward.

Fixed costs include the cost of buildings, facilities (i.e., construction costs) and
of purchased equipment. Maintenance costs could be considered semi-fixed when a
long-term maintenance contract has been signed with the seller or a third-party or
could be considered variable when maintenance is carried out in-house and is there-
fore a direct function of the workload. In the long run all costs can be considered
variable, as personnel can be dismissed, wards closed and equipment resold.

When starting a cost study it is therefore recommended to spend some time on
defining the resources used and to classify these according to their variable, semi-
fixed or fixed nature.

How costs are classified has an impact on the calculation of the average cost per
patient as can be seen from Figure 10.1.
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We see that the average cost per patient (AVC) in case A drops quickly below the
average cost per patient in case B (the straight line shows the trend), because higher
fixed costs in A become spread over more patients as the number of patients in-
creases. In case of A, when only a few patients are treated, the average cost per
patient will be very high. Given two different medical technologies we can then
compare the average cost per patient, for a given number of patients to treat. The
exact point (of volume of patients) where the average cost will be equal between
both technologies depends on the proportion of fixed and variable costs in each of
these. Therefore in cases of expensive equipment these should be used at their maxi-
mum capacity as far as possible, especially when the variable cost of performing the
examination is relatively low.

Total, Average and Marginal Cost
From the previous discussion we can easily see that the total cost of a medical

intervention will vary differently for variable than for fixed costs when the volume
of treated patients changes. This is expressed in a cost function, which expresses the
total cost of a single intervention or technology in function of quantity. The total
cost is the sum of the variable and (semi)fixed costs (see Fig. 10.2).

If we take the example of a mammography examination then the fixed costs
include the cost of the examination room and the purchase (annualized) of the
equipment, which is purchased as a discrete item.

In the first case we have $2 of fixed equipment, $5 of semi-fixed nurse salary and
$1 fee per screening for the physician, in the second case all costs are the same except
that the nurse is now paid also on a fee-for-service basis at a rate of $2 per screening.
Total costs are represented in Figure 10.2.

As we can see from Table 10.1, the total cost increases more rapidly in case B
which has the highest level of variable costs, starting from infinity in both cases and
decreasing to a limit of $1 in case A and to $3 in case B.

Fig. 10.1 Average cost curve
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If we expect to treat 5 patients, then the difference between the average cost of
case B and A is equal to:

(17/5)-(12/5) = 3.4-2.4 = $1.
This is known as the average incremental cost of Technology B versus Technol-

ogy A (often noted as DC), and the total incremental cost is equal to 5 x $1 = $5.
It is important to bear in mind that we compare two medical strategies or tech-

nologies, we assume treating the same number of patients in both cases.
What happens when we want to treat one more patient? Then we need to calcu-

late the marginal cost for that patient treated with a given technology i.e., the cost of
one extra patient from the total cost curve (Table 10.2).

The marginal cost concept is important when calculating costs when the vari-
able cost component is changing over time, such as in length of stay (LOS) in hos-
pitals. This is because reducing the LOS often relates only to the fixed “hotel costs”
of the stay on the last days of hospitalizations, whereas most investigations and
treatments (the variable costs) happen on the first few days. Therefore, using an
average cost estimate per day overestimates the true resource cost of the days saved.
Also, after discharge, the first periods of follow-up are more resource intensive than
afterwards, so that the average cost of different periods after discharge shows the
same behavior over time as seen in Figure 10.3.

In general, average costs show a continuous decrease only up to some point, after
which it becomes necessary to purchase additional equipment as the existing equip-
ment is used at full capacity, or to increase the size of the facilities. In this case the
average and marginal cost curves show a stepwise behavior i.e., they become jumpy
at the point where the capacity has to be increased and show a high rise. This has to
be taken into account when comparing medical technologies with different degrees
of “lumpiness”.

Fig. 10.2. Total cost function.
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Table 10.1. Example of mammography screening

Case A Case B
# equip- nurse physi- Total avg. equip- nurse physi- Total avg.
patients ment cian cost cost ment cian cost cost

0 2 5 0 7 ∞ 2 0 0 2 ∞
1 2 5 1 8 8 2 2 1 5 5
5 2 5 5 12 2.4 2 10 5 17 3.4
6 2 5 6 13 2.16 2 12 6 20 3.33
10 2 5 10 17 1.7 2 20 10 32 3.2

Table 10.2. Marginal costs of two strategies

Number of patients Total cost Case A Total cost Case B

5 12 17
6 13 20
marginal cost 1 3

Fig. 10.3. Average and marginal cost of LOS.

Correcting for Time Preference
When costs or benefits occur into the future, it is necessary to incorporate the

concept of time preference as distinct from inflation. This means that we have to
convert future costs (and benefits) to their present value. This is the aim of discount-
ing and the measure of time preference is called the discount rate. This is because
the cost of the intervention is incurred in the present but the (avoided) costs will be
only incurred some time in the future. However, society (and individuals in general)
expresses a preference for benefits received today rather than in the future. Also, in
order to compare different interventions with different time horizons, we need to
know their present value.
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There is a large economic literature on how to select and choose the best dis-
count rate (for references see Lipscomb et al, chap 7, in Gold, 1996). The lower the
discount rate the higher we value future benefits. If the discount rate is set to zero,
then we make no difference between the present and the future. On the other hand,
a 10% discount rate means that we are indifferent between incurring a cost of $100
today versus $110 next year, so that $110 next year is equal to $100 today (remem-
ber this is true even when we assume zero inflation).

Assuming that the costs occur at the beginning of the year (or time interval) we
then calculate the present value of the stream of future costs (or benefits) a
where r = the discount rate and n= the number of time periods

For example, for an intervention with costs spread over three years (e.g., follow-up
costs)

Year 0 =current year
Year 1 100$
Year 2 30$
Year 3 20$
with r=0.05 or 5%
we have PV = 100/(1+r) + 30/(1+r2) + 20(1+r3)

= 100/1.05 + 30/1.10 + 20/1.16
= 139.73.

The factor (1+r)-n is the discount factor, which expresses time preference. This
is the simplest case of time preference known as constant discrete-time discount-
ing. In general, published analyses and current consensus recommend the use of a
3-5% discount rate, and a sensitivity analysis with undiscounted costs.

Health effects occurring into the future should also be discounted. Think about
gaining a life-year now or in 30 years from now, are these equivalent ? There is,
however, much debate on whether one should then use the same rate for health
effects as for costs, whether that rate is constant over time, whether we should allow
for differential rates according to the age-gender characteristics of the patients, and
how these practices translate into the choices (i.e., the cost-effectiveness or cost-
utility ratios) we estimate (for a recent discussion see Van Hout, 1998).

Correcting for Inflation
When costs are collected retrospectively or when one uses past costs, these should

be adjusted for inflation to the base year where we conduct the study. Suppose we
have a cost estimate of some medical intervention in 1995 but not for 2000, and we
wish to adjust it for the current year. To this we have to deflate (or rather inflate)
1995 prices for the increase in the cost-of-living and general price evolution in those
5 years. To do this we could either use a general Consumer Price Index (CPI) or a
more specialized medical price index, if available. In some countries national statis-
tical institutes calculate more detailed medical services and hospital price indexes.
The current adjusted price is then the past price multiplied by the ratio of the value
of the price index in the current year and the value of the price index in the past year:

    
PV C rn

n

n

N

= −( )−
=
∑ 1

1
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P2000 = P1995 . [I2000/I1995 ]

Of course, the more specific the price index we use, the better the cost adjust-
ment will be. For future costs there is no need to adjust for inflation if we make the
assumption that the different cost items follow a path of balanced inflation. All
calculations are then conducted in real base-year terms.

If we have good reasons to suspect an imbalanced inflation rate between two cost
components, however, then in principle, each cost component should be allowed to
inflate at its own rate over time, before being discounted for time preference.

A particularly difficult problem is to adjust future prices for quality improve-
ments as medical technologies and drugs improve. Although the nominal price might
increase over time, the real quality-adjusted price of the same item might well decrease
over time. In practice, most studies assume a balanced, uncorrected for quality,
inflation process (for a discussion and examples see Tripplet J, ed, 1999).

Micro-Costing versus Gross Costing
When costing resource use of medical interventions, one can choose along a

spectrum from general cost measures to very specific ones, ranging from the gross
cost of an event such as a hospitalization episode for gastrectomy based on national
average estimates, down to the detailed micro-costing approach using time-motion
observational studies of all interventional activities. One has to trade off specificity
and accuracy versus cost and effort of collecting the data, along with the existing
data availability.

The different levels of precision of cost estimates for an inpatient are summarized in
Table 10.3.

For ambulatory care, the same tracking methods can be used to derive unit costs
of services provided, for example the Resource-Based Relative Scale Value Scale
(RBRVS) linked to the CPT-4 (Current Procedural Terminology) classification in
the U.S. Generally, this defines reimbursement rates, but one needs to convert these
to costs, using cost-to-charges ratios such as those published by the AHCPR (Agency
for Health Care Policy and Research) for acute hospitalizations, but in many other
countries these may not be available.

Conclusions
In summary, a wide variety of costing methods exist. The choice of which to use

depends on the availability of local cost data and accounting and cost tracking systems
in use. The major task facing the researcher is then to decide at which level of detail
and accuracy costs should be tracked and how to integrate the different cost compo-
nents of a broad range of medical and professional services, especially when, as in
many cases, one goes beyond the acute inpatient care episode to include follow-up
ambulatory care.
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7. For numeric variables, possible choices of units should be provided. The
data abstractors should not perform any conversions.

8. The same sequence of information should be used and specified for all
dates, e.g., dd/mm/yy throughout.

9. Logical nodes should be introduced which will direct the abstractor. As
an example skipping over a series of nonapplicable questions.

10. Some indication of where that data may be found should be provided
when possible. As an example, radiographic report, nurses notes, or dis-
charge summary.

Standardization of the Data Collection Process
This could be established by the creation of a data collection manual and train-

ing of the data collectors. The data collection manual should describe in as much
detail as possible the procedures and definitions employed for data collection. The
manual should be used by data collectors both as a user’s manual and a reference.

All data collectors should receive training at the initiation of the registry. The
training should be repeated at regular intervals in order to ensure that a high level of
expertise with the data collection process is maintained. The training sessions should
provide the opportunity for data collectors to exchange comments based on their
experience with the data collection process. These comments should be considered
in future revisions of the registry. Training sessions are especially important for multi-
center registries and regular monitoring of all centers?

6. Data Management
After data collection, data management is the second most important function

in the implementation of a registry. Data management consists of data entry, data
validation, data clean-up, and preparation for analysis. These functions are prima-
rily performed with computers and involve the use of data management software.
The selection of computer hardware and software that will ensure reliable, user-
friendly and efficient data management in probably one of the most important
decisions in the establishment of a registry.

The first step in selecting the computer equipment and software is deciding
whether to use a commercially available software package or to undertake the task of
developing a customized database program. There are advantages and disadvantages
to both approaches. Commercial data management packages are purchased or licensed
from software developers. Two types of commercial registry software are available.
One type is designed for a specific disease or patient population. The second type is
more general and allows some modifications to accommodate the needs of specific
registries. The advantages of commercial packages are the following:

- pretested and established
- user support
- standardized use across several centers and similar registries

The disadvantages of commercially available packages are:
- high acquisition or license cost
- limited flexibility
- expensive maintenance
- dependence upon developer
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recording and analysis of preoperative, intraoperative and postoperative outcomes
may improve one’s results if unexpected outcomes are used as flags to examine the
process of care.12

The nature of the database allowed for comparison of changes in practice over
time in a manner not usually possible with traditional, peer-review methods of qual-
ity assessment like the M&M conference. As demonstrated in the pilot project, the
M&M conference concentrated on the most serious complications but only picked
up 15.4% of the “minor” complications. While not life-threatening, these minor
complications nonetheless are associated with significantly increased lengths of stay,
and presumably have an impact on patient well-being and satisfaction (although
this was not addressed in the pilot study).

Reduction of unwanted variance in the system of care provision can be more
effective in improving overall quality than an emphasis on punishing individuals
(“bad apples”).37 In fact, we recorded a significant decline in complications in the
second part of the project, largely attributable to improvements in care made in one
group of patients. The recording of data allowed for a pattern of adverse outcomes,
previously unrecognized using peer-review methods of quality assessment, to emerge
and be addressed. The fact that data continued to be collected after changes were
implemented allowed for the impact of the changes to be recorded.

Methodological issues that plague the large outcomes projects are more easily
addressed when the project is at the individual surgeon or group-practice level. When
the goal of the project is to use the data to aid in everyday decision making and to
improve personal quality, the issue of risk-adjustment, which is so critical when
comparisons are made between individuals, becomes far less important. When a
sufficient number of patients are entered into the database, multivariable analysis
can then be used to create an appropriate risk-adjustment model. Data collection
can be done by the care-provider at the point of contact with the patient, directly
into the office or clinic desktop computer. Questionnaires assessing general and
disease-specific health can be given to the patient while he/she is waiting to be seen.
The follow-up time in the database continues for as long as the practitioner follows
the patient. In essence, the database is the medical record in statistically analyzable
form.

Surgeons have always used data to judge the risk of a procedure on an individual
and this fundamental role is enhanced by the analysis of outcomes. By proactively
implementing outcomes data collection and analysis, the feeling that a regulatory
body controls patient decision making is largely alleviated. As Ebert has noted, “for-
tunately or unfortunately, the day when one may answer a clinical question from a
patient by saying ‘in my experience’ or ‘in my opinion this is the best method of
treatment’ has probably been relegated to history.”41 Using outcomes information
to help answer patients’ questions about effective treatments is the way of the future.
As surgeons, we therefore should continue to be involved in the design and imple-
mentation of outcomes projects in our everyday practice.
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Technology Assessment

Jeffrey Barkun and Alan Barkun

In the preceding Chapters of this book, tools have been put forth that are essen-
tial to the clinician scientist to carry out proper clinical evaluations and make clini-
cal decisions. These have included reviews of basic methodological concepts in
epidemiology and biostatistics, as well as step-by-step discussions regarding differ-
ent methodologies and issues, including diagnostic tests, clinical trials, costing, and
pharmaco-economic analysis and decision trees. One ultimate goal is to assess any
existing or emerging health care technology. Used in its broadest sense, this activity
ranges from the evaluation of how to carry out a history and physical examination
to using an innovative imaging method, or delivering state of the art therapy with
new medications or innovative surgical equipment. We will now try and put the
process of technology assessment into context while applying some of the concepts
acquired in the book to date.

Introduction
Technology assessment is a paradigm whereby new technology needs to be thor-

oughly assessed from the time of its first development in vitro or in an animal model
until the time of its widespread acceptance in the routine medical care of patients.
Clinicians may be most familiar with parts of this process in the context of the
introduction of a new drug and the phases I to IV of drug trial development.1 One
great similarity lies in the vulnerability that both eye-catching technology and prom-
ising new drugs both may be prematurely popularized amidst overwhelming patient
and media pressure. The introduction of a new technology, however, involves addi-
tional and unique evaluative aspects related to such specific issues as operator
dependency, the existence of a “learning curve” phenomenon, the amortized cost of
equipment and its maintenance, and the need for operator accreditation, to name
but a few. Pertinent examples are the new endoscopic and laparoscopic techniques
that have emerged and revolutionized Gastroenterology and Surgery. These have
been introduced in spite of ever decreasing health care budgets, rendering their proper
assessment essential.2,3 It is therefore regrettable that provincial and national research
budgets have only sporadically recognized the usefulness of such evaluative research.

This Chapter will attempt to highlight central issues in technology assessment
while using examples related to the assessment of novel laparoscopic and endoscopic
procedures.
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The Need for Technology Assessment
It is tempting to attribute the triumph of medical practice over a given disease to

a specific intervention or technique but more often than not, simultaneous advances
in overall patient care rather than the introduction of a specific new technology may
be responsible in large part for this improvement. This is one reason why assessment
of a new technology is necessary, preferably in the form of a comparative trial where
the control group is concurrent rather than historical, thus appropriately reflecting
the “current standard of care”. On the other hand, not every new technology can or
should undergo a formal comparative assessment. For example, it would be unethi-
cal to carry out a randomized controlled trial comparing colonoscopic polypectomy
to its surgical counterpart.4 Such potentially large differences in patient outcomes
are, however, infrequent.

It has become increasingly clear over the past decades that the quality of health
care delivery is not a simple function of the level of technological sophistication
applied, and that novel technology is nearly always associated with greater direct
costs. The onus is therefore on the clinician scientist to demonstrate the added value
for clinical practice provided by the adoption of a new technology (or its lack). As
discussed in the Chapter on decision analysis, the priority of clinician scientists
should remain that of effectiveness (i.e., quality of care) over costs. Nonetheless, the
generation of costing and effectiveness data can be viewed as the balancing act of
Technology assessment. Ultimately, both health technology assessment as a whole
and health care economics in particular attempt to provide information so that three
key factors can be balanced: access to health care (equity), quality of health care
(effectiveness), and cost or cost-efficiency of health care provision.5 This exercise
leads to the concept of performing technological trade-offs, which can be addressed
from numerous viewpoints: political, administrative, and ethical.6 These trade-offs
are often socially and politically sensitive, and include equity among age groups,
social classes, concept of need, and legitimacy of therapeutic goal. Some of these will
be further developed in the following sections.

Models of Technology Assessment
Different models of technological change have been proposed. Although an

exhaustive discussion about their characteristics is beyond the scope of this Chapter,
two concepts characterize the recent trends in technology assessment.

First, is the broadening of the classical “reductionistic biomechanical model” of
endpoint measurement.7 Indeed, there are more than just abnormalities in biochem-
istry, physiology, and gene structure or regulation that need to be assessed when
evaluating a new technology. The additional measures relate to the fields of clinical
epidemiology and social psychology and include less traditional but validated and
objective measures such as quality of life and patient satisfaction.7 This latter so-called
“hermeneutic model” is based on a critical paradigm applied implicitly in every day
delivery of patient care, and strongly influences the design of trials evaluating novel
technologies. The second important concept is the explicit recognition that tech-
nology assessment is no longer a simple linear process linking basic research to clini-
cal testing with its subsequent diffusion into everyday practice. Models initially
developed amidst this simplified paradigm viewed innovation as driven by scientific
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progress (“science push”), or induced by market demand (“demand pull”).8 Yet it is
now recognized that the process of technology assessment has become infinitely
more sophisticated and includes a multitude of political and social influences that
may explain some of its inherent shortcomings.8 Examples include the symbiotic
nature of interests of medical specialties and Industry, the growing importance of
patient perspectives (through advocacy groups, for example), and heterogeneity in
socio-cultural perspectives across different countries.

Regardless of the conceptual model adopted, the ultimate success of a technol-
ogy assessment exercise will lie in the successful diffusion of worthwhile technology,
and the effective condemnation of just another “gimmick”.9

The Types of Technologies to Be Assessed
The technologies to be assessed may be diagnostic, such as the role of Magnetic

Resonance Cholangiography (MRCP) in evaluating a jaundiced patient10 or endo-
scopic ultrasound in detecting and staging gastrointestinal malignancies,11,12 and
may also apply to methods of screening for the prevention of disease such as
colonoscopy in the screening for colonic polyps.13 More commonly, however, the
technology to be assessed is therapeutic, such as the performance of laparoscopic
inguinal hernia repair.14 In its broad sense, the evaluation may also apply to already
commonly practiced procedures such as determining the predictors of a “helpful”
gastroscopy (in the sense of influencing management) rather than just a “positive”
gastroscopy (in the sense of abnormal endoscopic findings),15 or the use of a stan-
dard catheter versus a sphincterotome in achieving common bile duct cannulation
at endoscopic retrograde cholangio-pancreatography.16

As a rule, the assessment of new devices, for example those used in novel laparo-
endoscopic techniques, has lagged behind the performance of pharmacological tri-
als. One reason for this discrepancy relates to differing regulatory requirements.17,18

Additional factors might include a differing institutional structure within which
development decision making takes place. Indeed, in the case of surgical proce-
dures, such as in the initial development and popularization of laparoscopy, the
process is often carried out by physicians in clinical practice as opposed to corpo-
rate, academic, and government clinical research settings which is usually the case
for the development of new drugs. The development of new operations or devices
must also consider the element of manual skill, and an historical inability to mea-
sure components of surgical techniques as precisely as a chemical composition, or a
physical structure. As a probable reflection of these differences, comparative evalua-
tions in the surgical literature have been, in general, less frequent than in medical
reporting,20,21 and their number did not increase significantly from 1980 to 1990.22

Although this trend is now clearly reversing, the quality of reported comparative
trials has recently been questioned.23 In particular, the quality of economic evalua-
tions has not always been constant. For example, in a review of economic evalua-
tions on knee arthroplasty available from 1966-1996, none of 40 studies met
established criteria to form a comprehensive economic evaluation.24 In order to reverse
this trend, there have been pleas for more extensive economic input at the early
stages of trial design.25
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The Development of a Technology–The Life Cycle
of Technology Assessment
Technology assessment can be viewed as an integrative exercise aimed at estab-

lishing state of the art knowledge of a specific technology with a view to shaping
policy recommendations concerning its adoption and utilization in practice both in
the short- and long-terms.26 It is hence the necessary link between health science
and health policy.27 This is why technology assessment not only focuses on clinical
outcomes but also on the evaluation of the benefits and the costs (clinical, societal,
and system-wide) of transferring the technology to clinical practice.28 The develop-
ment of a technology from its inception to its adoption in clinical practice is com-
prised of a series of evolutionary stages, which both alter the technology itself and
reshape the health care system it is designed to improve. This dynamic process adopts
different perspectives, as the technique becomes more widely used. It should be seen
as a continuous loop, which helps to refine the technology and fine tune its applica-
tion. Many different steps are involved in the “life cycle” of a technology as it is
developed and assessed. Investigators have reported several levels of evaluation com-
mon to the development of diagnostic or therapeutic technologies as disparate as
medical imaging, surgical practice, drugs, and picture archiving and communica-
tion systems.29,30 In general terms, there are primary technology assessments through
which new data are generated including feasibility studies, epidemiological observa-
tional studies as well as trials yielding data on efficacy and effectiveness including
randomized controlled trials and medical effectiveness studies.31 Secondary health
technology assessments make use of existing data and include such methods as cost-
effectiveness and cost-benefit analyses, computer modeling, systematic literature
synthesis and meta-analysis, as well as ethical, legal, and social assessments.31 Examples
of these different assessment steps are listed below. The tools for the evaluation of
these steps have been described, for the most part, in the preceding Chapters and
will not be discussed in great detail here.

Feasibility
Early on, laboratory and, usually, animal studies will establish technical feasibil-

ity and preliminary data on the safety of a technique. It is then applied to small or
medium-sized series of selected patients thus yielding preliminary results based on
observational studies. Unfortunately, new techniques are often unjustifiably adopted
at this stage without further evaluation, even though efficacy and effectiveness have
yet to be assessed. What’s more, premature adoption of the technology at this point
often represents a missed opportunity for truly objective evaluation. Laparoscopic
cholecystectomy thus was already heralded as the gold standard in treating cholelithi-
asis prior to formal large scale comparisons with “mini” cholecystectomy even though
certain patient outcomes were later found to be similar.32

Efficacy and Effectiveness
These two properties refer to the measured benefits of a treatment when com-

pared with pre-existing standards of care (which may include no specific treatment).
Efficacy refers to the performance of a technology when measured under ideal cir-
cumstances: ideal patients, expert technicians, perfectly clear and appropriate
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indications, etc…-thus limiting the external validity or generalizability of the trial.
Effectiveness relates to the application of the novel technology when the assessment
is performed under real life conditions that would usually include a more heteroge-
neous group of patients and varied operator expertise.33 This discrepancy arises be-
cause an “efficacy trial” attempts to control most extraneous variables that may
influence final outcome by restricting them in order to assess as “purely” as possible
the impact of the technology studied. In contrast, an effectiveness trial will above all
attempt to recreate real life with all its imperfections.

Cost Effectiveness Analyses
Once effectiveness has been established, cost-benefit and effectiveness analyses

determine the efficiency of a technique by linking benefits to cost. Such analyses
may be included as part of controlled trials, but were part of randomized clinical
trials in only 0.2% of over 50,000 such studies published between 1966 and 1988,34

although the proportion is now increasing. Most often, however, they are carried
out as a form of secondary technology assessment where the effectiveness compo-
nent is derived from existing data in the literature (such as in decision modeling). It
is often at this stage of the evaluative process that the assessment moves from an
individual to a societal perspective (cost-effectiveness or cost-benefit analyses can
also view aggregate costs from other perspectives, including the provider’s, or the
insurer’s). The unit of interest is at this stage no longer an individual patient, but
rather a group of patients undergoing the technology. As advocates of individual
patients, clinicians have questioned the relevance of this frame of reference to clini-
cal practice.35 In fact, cost-effectiveness analyses have had relatively low impact on
practice for several reasons: there often is an imbalance between attention to cost
and attention to outcome (e.g., quality of care). Also, most health care providers
have a short-term parochial financial perspective whereas cost-effectiveness analyses
often take a long-term view that captures all costs, benefits and hazards.36 There also
has been poor standardization of methodology, and unrealistic expectations that
fundamental ethical and political questions could be answered. Mostly though, there
has been a failure of Society to accept the need for allocating scarce resources more
judiciously.37 There has been a lack of decision-making on the part of payers and
government because of the difficulty in agreeing on the numerous trade-offs to be
considered.38

Outcomes Research
At the later stages of technological development, methods of assessment usually

employ large data bases,39 practice variation data, and decision modeling techniques—
all with the not always implicit goal of developing practice guidelines or clinical
management tools. Monitoring systems such as quality assurance and maintenance
programs40 provide clinicians with feedback and education and aim to modify
behavior, and improve guidelines. A typical example is the assessment of regional
practice variations with respect to a procedure: for e.g., cholecystectomy or hysterec-
tomy. Outcomes research can therefore be seen to complete the cycle of technology
assessment41 by providing feedback once it has been widely accepted and used. Please
refer to the Chapter by Feldman and Barkun in this text for a more in-depth discus-
sion of outcomes research.
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Nonclinical Assessments
The need for additional assessments is increasingly recognized and includes ethi-

cal, legal, and social evaluations.42 This poses significant methodological problems,
and requires a range of methods, both quantitative and qualitative, as well as a dif-
ferent set of skills from those required for clinical evaluation. It has been suggested
that much can be learned from interviewing relevant people including those receiv-
ing treatment, their relatives, friends, and those providing care.31 As an example of
this type of analysis, there has been a recent plea to carry out more structured “error
analyses”, despite their possible legal consequences, in the hope of further improv-
ing surgical care provided with new technologies.43 In the mind of the authors of
this Chapter, and others,31,43 such evaluations should also fall into the general realm
of health technology assessment in its broad sense.

We will now consider issues that are more specifically related to the assessment
of emerging technologies:

The Timing of Technology Assessment
There exists no widely accepted formula to determine the optimal timing of a

technology assessment. However, most authors agree that such evaluations should
be carried out at an early stage of their development.31 Some have even suggested
that early identification of emerging technologies be submitted to a type of “early
warning system” that would rely on the review of early scientific and clinical litera-
ture, and on the opinions of well-informed senior professionals, before more formal
classical technology assessment results are obtained. Such a system may provide policy
makers with much needed lead time to be able to develop policies before their imple-
mentation becomes too difficult or impossible.8,31 However, such a system may also
marginalize different views on the desirability of a given technology. Examples of
this type of “early warning” process include some of the activities of the Canadian
Coordinating Office for Health Technology assessment44 and more specifically for
novel surgical procedures, The Senate of the Royal Surgical Colleges of Great Brit-
ain and Ireland.45 The latter group has also proposed to oversee the development
and defining of training and credentialling requirements for these new technologies.

Some authors, in contrast, have suggested that the evaluation should only take
place after the technology has been allowed to diffuse into routine practice, i.e.,
when true effectiveness is known.46 The rationale for this dissenting view is that the
technology must already be adequately developed to reflect a close to optimal level
of effectiveness. Moreover, it needs to generate sufficient interest to justify time and
expense while maintaining patient and investigator motivation.

Not uncommonly, the rapid development of new technologies may antiquate
the results of well-designed and performed clinical trials, even before completion or
widespread diffusion of their results. This has been the case for medical treatments
of cholelithiasis, such as extracorporeal shock wave lithotripsy, with the advent of
laparoscopic cholecystectomy,47,48 and the assessment of gastroesophageal reflux dis-
ease drug therapy prior to the omeprazole era.49 Some groups have thus suggested a
critical point at which the assessment of an emerging technology should be carried
out50 with the ideal window alternately being determined as akin to the beginning
of a feasibility study51 or the time at which opinion leaders of the innovating group



236 Surgical Arithmetic

13

are still hesitant to adopt the new technology.52 Regardless of its actual effectiveness,
once a technology is perceived as useful, particularly with the aide of high profile
media support, it may become very difficult to encourage appropriate evaluation
due to pressure from physicians and patients.

Learning Curve
A critically limiting issue for the timing of the evaluation of a new device which

is especially true for physician operators, such as surgeons and endoscopists, is the
“learning curve” phenomenon. It requires that participating operators have acquired
enough experience to master the technique effectively prior to beginning a study.53,54

Any premature assessment could underestimate the existence of a “learning curve”
and bias results by underestimating the true performance of a new technique. How-
ever, the timing of the evaluated technology cannot be such that it has already replaced
the previous gold standard.

Operator Variability
As was the case for generalizability in speaking of patient selection, the expertise

sought amongst participating surgeons or endoscopists in formal trials may limit
the generalizability of results to centers with differing expertise owing to operator
selection. For example, the ERCP cannulation success rate of 80-95% described in
studies treating patients with early acute pancreatitis may be greater than what is the
widely available endoscopic skill in this context.55-58 Varying operator expertise may
become a problem in the performance of multi-center trials although it can be argued
that this heterogeneity in performance is a reflection of the “real life” situation. In
order to obviate this problem and optimize the use of existing expertise, Van der
Linden has suggested randomizing patients to a given surgeon rather than to a treat-
ment group.59

Iterative Technology Assessment
As mentioned above, initial adoption of a technology may be only the beginning

of an often prolonged iterative process in which important redesigning takes place
based on user feedback. This process can then be viewed as a review of policy against
a backdrop of health technology assessment rather than a one-time study.50,60 The
multiple assessments would then occur at different times in the life of that technol-
ogy. Any significant change in circumstance that might affect the given technology
might warrant a review of its assessment; however the basis for the identification of
such times is undefined, and the potential for bias in choosing such periods remains
a possibility.

Diffusion of Study Results
“Technology is only as effective as the clinicians who employ it and the system in

which they function”.61 This is perhaps why experience has shown that there is not
a direct relationship between the quality of a given technology evaluation and the
subsequent popularity of its results in health care delivery (“diffusion”). This is not
surprising when one considers that there is often no formal way in which technol-
ogy evaluation results are reported, applied, or taught. In fact, many factors other
than the conclusions of a technology evaluation will primarily influence the impact
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of study conclusions on clinical practice. These include societal pressures, remu-
neration considerations, actual comprehension of study conclusions, and parochial-
ism. What’s more, different factors may be more important in different geographical
areas or physician groups. Occasionally, the poor diffusion of a novel technology
may be traced back to an assessment where the “significant” conclusions were based
on sole statistical considerations rather than clinical relevance (see Chapter 2 for a
discussion of the important distinction between clinical and statistical significance)
. Such seems to have been the case for laparoscopic appendectomy where postopera-
tive wound infection, according to a recent meta-analysis, seems to have been the
only meaningful clinical benefit over open appendectomy.62 It is increasingly clear
that physician education alone is probably not sufficient to bring about changes in
clinical practice be it from a costing or quality of care point of view.63,64 In fact,
probably as important as the quality of the trials generated in the phases of technol-
ogy assessment are the ability to change clinical practice, and the ability to establish
a lasting change in clinical practice. In effect, there is a significant difference between
providing information and imparting knowledge.65

Several studies have looked at the effects of simply providing information to
clinicians in order to affect their behavior: for example, the use of price stickers on
anesthetic supplies has not been shown to change clinical behavior with respect to
cost-effectiveness.66 What’s more, if a change can be demonstrated, its short dura-
tion brings into question whether it is only an observational effect related to the
study itself, similar to a “Hawthorne effect”.67 It has become increasingly clear that
an intervention is needed to supplement physician information in order to bring
about a lasting change in behavior. Interventions have thus used techniques such as
“performance feedback” to help decrease length of hospital stay by providing rates of
appropriate hospital stay for preceding time periods.68 When one is targeting
housestaff, behavior modification seems to be particularly sensitive to the presence
of an interested physician leader.69 Another strategy has been the use of physician
reminders70 or even to embed information into order sheets. For example, labora-
tory and radiological test utilization was found to decrease when physicians had to
check off relevant clinical indications on a test order sheet.71 However, when a book-
let providing the information alone was handed out, omitting the order form, no
change occurred. Perhaps, the most important factor to trigger lasting change is the
influence of leadership, and the perception that change is part of a group process,
although the targeted group needs to exhibit fairly close interaction.72

It is hoped that learning theory and management theory may eventually help to
bring about effective strategies to alter physician behavior, particularly with respect
to much maligned costing information.

Special Issues in Health Technology Assessment

Technology Assessment and Clinical Practice Guidelines
As part of the Evidence Based Medicine movement, the 1990s produced out-

comes research and practice guidelines, many of which have stemmed from or im-
pacted on selected aspects of technology assessment. The Agency for Health Care
Policy and Research (AHCPR) in the USA has been one of the leading organiza-
tions in the production of clinical practice guidelines. Mandated by the American
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Congress to address issues of clinical variability, the AHCPR has generated clinical
practice guidelines using multidisciplinary panels that performed comprehensive,
systematic reviews of the data, meta analyses (if advisable and appropriate), and
clinical consensus when little data were available to support previous guideline state-
ments.73 These have led to successful implementations of selected guidelines, espe-
cially when local adaptation of these guidelines has involved patients, providers,
payers and purchasers. AHCPR has been involved in the National Guideline Clear-
inghouse project in collaboration with the American Association of Health Plans
(an umbrella organization for a number of managed care organizations), and the
American Medical Association which are all cosponsoring a Web-based repository
for clinical practice guidelines and related materials. The Web site for this initiative
is <www.guideline.gov>. The AHCPR and the National Guidelines Clearinghouse
are discussed in this Chapter as an example of possible new approaches to technol-
ogy assessment diffusion and evaluation. They are also included as a source of refer-
ence for interested readers. This type of initiative will likely increase in popularity
with time.

The Status of Health Technology Assessment Worldwide
The results of an international survey completed in 1995 and subsequently pub-

lished in 1997 included the participation of 103 organizations from 24 countries.74

This survey, in addition to listing established organizations active in health technol-
ogy assessment surveyed the types of organizations, their research priorities and
agenda, the types of technologies assessed, the stages in the life cycle of technologies
assessed, the attributes of a technology that are evaluated, the assessment methods
used, the method of dissemination employed, and identified the primary users of
these data. In addition to providing further substantive information to the reader,
this compendium may be a useful reference tool.

Ethical Issues in Technology Assessment
Since the 1970s, two approaches have dominated the analysis of ethical issues in

health care.75 The “deontological” framework is based on concepts of duty and
required actions. In this concept, persons are respected as ends in themselves, and
are never treated as means to an end. Its categorical imperative is that moral judg-
ment be rational, free of self-interest and universalizable. The “teleological” frame-
work is based on the outcome of actions and the value of particular endpoints.
Teleological analysis is typically phrased in terms of the value of the consequences of
specific choices and deeds, and it is often exemplified by the utilitarian maxim that
moral actions are those that result in the greatest benefit for the greatest number,
defined subjectively by those who benefit. The applicability of such concepts to the
science of technology assessment is self-evident. Irrespective of the framework for
analysis, ethical questions in technology assessment can be grouped into five broad,
interrelated categories. They include issues related to essential concepts and defini-
tions, to diagnosis, to prevention and therapy, to research, and to allocation. Some
of these are alluded to in a number of paragraphs above, and the reader is referred to
a recent authoritative review for more details.75 It is likely that, as time progresses,
such considerations will, rightfully, increasingly influence developments in the sci-
ence of technology assessment.
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Conclusion
The science of technology assessment faces new challenges because of the cur-

rent multitudes of technologies to be evaluated, and because of the advent of entirely
new types of technologies such as simulation studies for broad usage of telecooperation
techniques,76 the assessment of health care information systems,77-79 and the cre-
ation of new partnerships for e.g., with health care insurers.80 Some authors have
even suggested that professional societies at this time should focus more on develop-
ing guidelines for technology assessment itself rather than on guidelines for technol-
ogy utilization.81 Clinical trials and technology assessment are increasingly difficult
to design and carry out, but their performance is an integral part of our duties as
clinicians in order to identify and answer meaningful clinical questions and subse-
quently deliver optimal care. Amidst an era of ever increasing budgetary constraints,
payers seek objective and valid scientific data to make difficult, but hopefully
enlightened decisions about rationalization of resources. Clinicians must thus pos-
sess a sound understanding of study methodologies in order to maintain major roles
in the interpretation and performance of technology assessment.
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